
Course Overview
CS 5539: Advanced Topics in Natural Language Processing

https://shocheen.github.io/courses/advanced-nlp-fall-2024

Slide Credits: Daniel Kashabi, Arman Cohen, Yejin Choi



Logistics

• Instructor: Sachin Kumar

• Time: Mondays, 1 – 2.45 pm

• Location: DL 317

• Office Hours: Thursdays, 2-3 pm, DL 581 or by appointment
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First week attendance

• Please write your full name, OSU email, and mark if you are
waitlisted.
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Course structure

• This a seminar course.
• The course is primarily based on presentations & discussion of latest research papers

• Main goals of the course:
• Get students up to speed with the latest developments in NLP
• Prepare students to perform cutting-edge research in NLP
• Help students build or improve research skills (from literature reviews and critiquing prior

work, to brainstorming ideas and implementing them).

• All students are expected to participate in the class regularly and 
participate in presentations and discussions



Preliminaries: What I Expect From You

- Comfortable with machine learning. 
- Modeling: linear models, classification, neural networks
- Training: gradient descent, backpropagation, train/test/dev splits
- Measuring quality: generalization: overfitting vs underfitting

- Familiarity with NLP is helpful, though not necessary. 

- Being open to reading [somewhat esoteric] papers 
and presenting their gist to the class. 
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Homework to test foundational knowledge

• Later today, a homework will be released on Canvas and will be 
due mid next week (Wednesday, September 4). 

○ The only homework in this course.

• It is intended to measure your understanding of the 
foundational concepts of ML/NLP.

• This is to make sure that when coming in, you know all the pre-
requisites needed for the class.
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Course structure - Resources

• No required textbook. But if you are interested in textbooks or book 
chapters:

• Natural Language Processing with Transformers https://transformersbook.com/

• A Primer on Neural Network Models for Natural Language Processing. 
https://u.cs.biu.ac.il/~yogo/nnlp.pdf

• On the Opportunities and Risks of Foundation Models 
https://arxiv.org/pdf/2108.07258.pdf

• We will be reading research papers from premier conferences in the field 
E.g., ACL, EMNLP, NAACL, ICLR, NeurIPS, ICML, …



Questions so far?



Class Structure 

• The class will be in-person. 

• Each session will involve the presentation/discussion of recent 
important papers on NLP / Language Models. 

• The course also involves a project.
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Class Presentations  

• Role-based presentation

https://colinraffel.com/blog/role-playing-seminar.html 12
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• Role-based presentation           vs. 
• Many students cooperatively present 

a paper. 

• Each subgroup of students 
takes a specific “role”. 

• The “role” defines the lens through 
which you read/present a paper.

• One-to-Many presentations 
• A single (subgroup of) student(s) 

presenting a paper to the class.

• Pro: 
• Easy division of labor 

• Cons: 
• Too much work for one person

• Audience easy to disengage 
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• Role-based presentation 
• Many students cooperatively present 

a paper. 

• Each subgroup of students 
takes a specific “role”. 

• One-to-Many presentations 
• A single (subgroup of) student(s) 

presenting a paper to the class.

• Pro: 
• Easy division of labor 

• Cons: 
• Too much work for one person

• Audience easy to disengage 

Role: Stakeholder 

Act as if you're the author of this 
paper. Try to sell it! 
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• Role-based presentation 
• Many students cooperatively present 

a paper. 

• Each subgroup of students 
takes a specific “role”. 

• One-to-Many presentations 
• A single (subgroup of) student(s) 

presenting a paper to the class.

• Pro: 
• Easy division of labor 

• Cons: 
• Too much work for one person

• Audience easy to disengage 

Role: Scientific Reviewer 

Do a complete conference-style 
critical peer-review of the paper.

15



• Role-based presentation 
• Many students cooperatively present 

a paper. 

• Each subgroup of students 
takes a specific “role”. 

• One-to-Many presentations 
• A single (subgroup of) student(s) 

presenting a paper to the class.

• Pro: 
• Easy division of labor 

• Cons: 
• Too much work for one person

• Audience easy to disengage 

Role: Archaeologist 

Determine the [prior and recent] 
literature that inspired and was 
inspired by this work. 
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• Role-based presentation 
• Many students cooperatively present 

a paper. 

• Each subgroup of students 
takes a specific “role”. 

• One-to-Many presentations 
• A single (subgroup of) student(s) 

presenting a paper to the class.

• Pro: 
• Easy division of labor 

• Cons: 
• Too much work for one person

• Audience easy to disengage 

Role: Visionary 

Propose an imaginary follow-up --
research project or a new 
application. 
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• Role-based presentation 
• Many students cooperatively present 

a paper. 

• Each subgroup of students 
takes a specific “role”. 

• Students rotate “roles” each week.  

• One-to-Many presentations 
• A single (subgroup of) student(s) 

presenting a paper to the class.

• Pro: 
• Easy division of labor 

• Cons: 
• Too much work for one person

• Audience easy to disengage 
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• Role-based presentation 
• Many students cooperatively present 

a paper. 

• Pro: 
• More engagement 

• Distributed and less workload

• Present more frequently 

• Cons: 
• Need to manage role assignment 

• One-to-Many presentations 
• A single (subgroup of) student(s) 

presenting a paper to the class.

• Pro: 
• Easy division of labor 

• Cons: 
• Too much work for one person

• Audience easy to disengage 

• Present a 1-2 times only. 
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Role-Based Presentation

• We will discuss two (thematically related) papers each week.

• Each member of the presenting group will be given a random 
role every week. 

• The presenters will be assigned at least 10 days before the class.

• Each role has a time budget: 
• ~15-17 mins for Stakeholder 

• ~10 mins for the rest of the (three) roles 

• Each paper will take around ~45-47 minutes (~10 min break 
between two presentations)
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Non-presenter Activity 

• Before the class: All students need to read the 2 papers
• Students who are not presenting, need to prepare at least one question/thought about 

each paper:
• Could be anything you are confused about or something you’d like to hear discussed more, 

or an open-ended question

• Submit your questions the night before the class (due midnight EST)
• Where? TBD

• We will use these questions partly as discussion points
• Avoid generic questions/statements (e.g., What is their learning rate? How long did they 

train? Didn't understand their intro)
• Aim to be probing, analytical, and thought-provoking by offering specific critical comments 

or questions. 

• During the class: come to class ready to participate in the discussions.
• You may come up with other questions in the class as the paper is being presented
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Questions so far?
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Attendance

• You can miss 3 sessions. Drop me a note before the class. 
• If you’re ”non-presenting”, that’s easy! 

• If you’re ”presenting”, that’s a bit complicated: 
• Find someone willing to swap presentations with. 

• Create the presentation for that role and find someone else to present. 

• If you have any COVID symptoms, skip the class. 
• Does not count toward your 3 sessions. 

• Drop me a note before the class. 
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Course structure

• After the class
• Quiz: At the conclusion some of the class session (not all), a quiz may be

distributed to assess understanding of the assigned paper and key
discussion points covered during the session.

• These are due the day after the class



Guidelines for inclusive discussions

• This is a discussion-based course, everyone should feel very
welcome to participate in discussions and share their thoughts and
opinions.
• Example guidelines for promoting inclusive discussions:

• Be respectful and mindful of different opinions
• Try not to interrupt others, wait for them to finish
• Acknowledge that there are people with different expertise in the room
• Be positive, constructive, and polite

https://cse.ucsd.edu/sites/cse.ucsd.edu/files/Diversity/Inclusive_Seminar LONG_.pdf



Class Project

• Group projects (team size = 2 to 3 students)
• 3 students are allowed for projects with a larger proposed scope

• What is the goal of the final project?
• Conduct research on a specific NLP problem and submit a written report. 

Examples of possible projects
• A novel investigation of existing methods to better understand their limitation or capabilities
• Extending, training or fine-tuning an existing model for a new task, application, or domain

• Exploratory projects on providing some insights about a specific modeling approach or a specific NLP
problem/task



Class project and timeline

September 9

Form teams

September 30 
Project 

proposal

November 4 
Progress 

report

December 2
Final 

Presentation

December 12
Project report
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Class project and timeline
• Project milestones:

• September 9: Form teams (just send me an email and cc your team members)
• September 30: project proposal (1-2 page)

• Should describe what is the main goal of the project, the proposed research, and how it connects to
existing work in the field

• You will receive feedback in a week

• October 28: progress report (2 pages)
• Describe the main problem, project goal and related work, what has been done so far, any initial results, and the plan

continuing the project.
• Receive feedback in a week

• December 2: project presentations
• Projects will be presented in class

• December 12: Final project report (6-8 pages)
• The format of this report should be very similar to a conference paper

• E.g., should include motivation, related work, proposed approach, results, and discussion



Grading

• Foundations Homework (5%)
• Paper presentation and discussions (40%)

• 25% Paper presentations
• 10% Active participation in discussions
• 5% question submissions and quiz

• Project (55%)
• 5% Proposal
• 10% Progress report
• 10% Final presentation
• 30% Final report + code

• If you’re engaged in class presentations/discussions and on top of your project,
you should not be worried about the grade.



Questions?
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Question for You

• What is the best medium of communication for us? (Teams? 
Email? Canvas? Piazza?)

• Announcements, role assignments, cancellations, broad discussions, etc.

• How many people have [used/read the paper for] X?
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Generative AI Policy

• You may use generative AI tools such as Co-Pilot and ChatGPT, as you 
would use a human collaborator. This means that you may NOT directly 
ask generative AI tools for answers or copy solutions. You're required to 
acknowledge generative AI tools as collaborators and include a 
paragraph describing how you used the tool. The use of generative AI 
tools to substantially complete an assignment is prohibited and will result in 
honor code violations. 

36
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Questions?



Natural Language Processing - CSE 517 / CSE 447

What’s NLP?

• Fundamental goal: deep understand of broad language

• Not just string processing or keyword matching

• End systems that we want to build:

• Simple: spelling correction, text categorization…

• Complex: speech recognition, machine translation, information extraction, sentiment analysis, question answering…

• Unknown: human-level comprehension (is this just NLP?)
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Natural Language Processing - CSE 517 / CSE 447
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History of NLP Research

https://arxiv.org/abs/2310.07715
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2013 2018 2019 2020 2021 20222014 2015 2016 2017

Neural Networks
Word representation 
learning

CNNs/RNNs

Early 
attention 
models

Transformers

Self-supervised 
LMs

Continuation of 
Transfer learning 
Seq2Seq models 
(BART/T5)

LLMs
Scale 
ICL

Transfer Learning

ELMo Zero/Few-shot

GPT 
BERT

Prompting 
Instruction tuning 
CoT
Emergent 
properties

State-of-the-art model architecture in NLP 
Enabled many advances of modern NLP



• Large language models (LLMs) are large-
scale neural networks that are pre-trained 
on vast amounts of text data.

• They can potentially perform a wide range 
of language tasks such as recognizing, 
summarizing, translating, predicting, 
classifying, and generating texts.

• LLMs are primarily built with the 
Transformer architecture.

• From several millions to hundreds of billions 
of parameters.
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The New Era of Language Models



Natural Language Processing - CSE 517 / CSE 447

Boom of NLP with LLMs
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Why are LLMs revolutionary?

Enabled seemingly impossible possibilities
○ Generate texts beyond average human writing 

ability
○ Demonstrate human-like complex reasoning & 

understanding patterns
○ Versatile on many language tasks altogether
○ Unprecedented crossover with society & other 

fields
○ …
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Natural Language Processing - CSE 517 / CSE 447

Text Generation & Automation

49
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• Conversation

• Recommendation letter

• Poetry

• Essay

• Translation

• Scientific paper

• News article

• Email

• Murder mystery story

• Shopping list

• …



Natural Language Processing - CSE 517 / CSE 447

Code Generation & Debugging
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Natural Language Processing - CSE 517 / CSE 447

LLM-Powered Search Engine
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Natural Language Processing - CSE 517 / CSE 447

LLM-Powered Intelligent Agents
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Natural Language Processing - CSE 517 / CSE 447

LLMs for Scientific Discovery

53
Lecture 1: Course Introduction



Natural Language Processing - CSE 517 / CSE 447

LLMs for Medical Research & Diagnoses
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Natural Language Processing - CSE 517 / CSE 447

LLMs for Law & Legal Usages
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Natural Language Processing - CSE 517 / CSE 447
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Vision-
Language 
Applications

—— Google (collage by 
The Verge)



Natural Language Processing - CSE 517 / CSE 447

Vision-Language Applications

57
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“An expressive oil painting of a 
basketball player dunking, depicted as 
an explosion of a nebula.” —— DALL·E 
3

More fictional images!



Natural Language Processing - CSE 517 / CSE 447

Vision-Language Applications

58
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—— DALL·E 3

Complex fictional scenes that demand a 
profound grasp of the language context.



Natural Language Processing - CSE 517 / CSE 447

Surprising Failure Modes of LLMs
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Example by Ernest Davis, 11/30/22

Example by Giuseppe Venuto on Twitter



Natural Language Processing - CSE 517 / CSE 447
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Weird Conversations



https://github.com/giuven95/chatgpt-failures

Natural Language Processing - CSE 517 / CSE 447

Hallucination
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Natural Language Processing - CSE 517 / CSE 447

Privacy and Security Risks
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Natural Language Processing - CSE 517 / CSE 447
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Scientific Claims Fabrication



Natural Language Processing - CSE 517 / CSE 447
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Intellectual Property Infringement
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Language Models
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The
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The cat
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The cat sat
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The cat sat on
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The cat sat on  __?__
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The cat sat on the mat.
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P(mat |The cat sat on the)

74

context  or prefixnext word



P(𝑋𝑡| 𝑋1, …, 𝑋𝑡−1)
contextnext word
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“The cat sat on the [MASK]”

mat

table

bed

desk

chair

Prob

P(𝑋1, … , 𝑋𝑡)
contextnext word

But more broadly, 

Some 
model

P(𝑋𝑡| 𝑋1, …, 𝑋𝑡−1)

Language Modeling ≜ learning prob distribution over language 
sequence. 77



Doing Things with Language Model 

• What is the probability of ….

“I like The Ohio State University”

“like State I University The Ohio State” 



Doing Things with Language Model 

• What is the probability of ….

• LMs assign a probability to every sentence (or any string of 
words). 

“I like The Ohio State University”

“like State I University The Ohio State” 

P(“I like The Ohio State University”) = 10^-5

P(“like State I University The Ohio State”) = 10^-15



Doing Things with Language Model (2)

• We can rank sentences.

• While LMs show “typicality”, this may be a proxy indicator to 
other properties: 

○ Grammaticality, fluency, factuality, etc.  

P(“I like The Ohio State University. EOS”)    >   P(“I like Ohio State University EOS”)  
P(“OSU is located in Columbus. EOS”)   >   P(“OSU is located in Pittsburgh. EOS”) 

contextnext word

P(𝑋𝑡| 𝑋1, …, 𝑋𝑡−1)



Doing Things with Language Model (3)

• Can also generate strings! 

• Let’s say we start “Ohio State is ”
• Using this prompt as an initial condition, recursively sample from an 

LM: 

1. Sample  from P(X | “Ohio State is ”)   →“located”
2. Sample  from P(X | “Ohio State is located”)   → “in”
3. Sample  from P(X | “Ohio State is located in”)   → “the”
4. Sample  from P(X | “Ohio State is located in the”)   → “state”
5. Sample  from P(X | “Ohio State is located in the state”)   → “of”
6. Sample  from P(X | “Ohio State is located in the state of”)   → “Ohio”
7. Sample  from P(X | “Ohio State is located in the state of Ohio”)   → “EOS”

contextnext word

P(𝑋𝑡| 𝑋1, …, 𝑋𝑡−1)



Why Care About Language Modeling?

• Language Modeling is a part of many tasks: 
○ Summarization 
○ Machine translation 
○ Spelling correction 
○ Dialogue etc.
○ General purpose Instruction following (ala ChatGPT)

• Language Modeling is an effective proxy for language 
understanding. 

○ Effective ability to predict forthcoming words requires on 
understanding of context/prefix.



Summary 

• Language modeling: building probabilistic distribution over language. 

• An accurate distribution of language enables us to solve many important tasks that 
involve language communication. 

• The remaining question: how do you actually estimate this distribution? 



Language Models: A History

• Shannon (1950): The predictive 
difficulty (entropy) of English. 
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P(𝑋𝑡| 𝑋1, …, 𝑋𝑡−1)
Shannon (1950) build an approximate language model with word co-occurrences. 

1st order approximation: 

2nd order approximation: 

Then, approximate these with counts: 

P(mat | the cat sat on the) ≈ P(mat | on the)   

P(mat | the cat sat on the) ≈ P(mat | the)   

Markov assumptions: every node in a Bayesian network is conditionally independent 
of its nondescendants, given its parents.

P(mat | on the) ≈
count(“on the mat”)

count(“on the”) 85



N-gram Language Models 

• Terminology: n-gram is a chunk of n consecutive words: 
• unigrams: “cat”, “mat”, “sat”, …

• bigrams: “the cat”, “cat sat”, “sat on”, …

• trigrams: “the cat sat”, “cat sat on”, “sat on the”, …

• four-grams: “the cat sat on”, “cat sat on the”, “sat on the mat”, …

• n-gram language model: P(𝑋𝑡| 𝑋1, …, 𝑋𝑡−1) ≈ P(𝑋𝑡| 𝑋𝑡−𝑛+1, …, 𝑋𝑡−1) 

Challenge: Increasing 𝑛 makes sparsity problems worse.
Typically, we can’t have 𝑛 bigger than 5.

Some partial solutions (e.g., smoothing and backoffs) 
though still an open problem. 

𝑛 − 1 elements
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N-Gram Models in Practice

• You can build a simple trigram Language Model over a 1.7
million words corpus in a few seconds on your laptop*

* Try for yourself: https://nlpforhackers.io/language-models/ [adopted from Chris Manning]

today the 

Otherwise, seems reasonable!

get probability 
distribution

Sparsity problem: not 
much granularity in the 
probability distribution

company 0.153 
bank 0.153 
price 0.077 
italian 0.039 
emirate 0.039
...
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N-Gram Models in Practice

• Now we can sample from this mode: 

* Try for yourself: https://nlpforhackers.io/language-models/ [adopted from Chris Manning]

today the 

Otherwise, seems reasonable!

get probability 
distribution

Sparsity problem: not 
much granularity in the 
probability distribution

company 0.153 
bank 0.153 
price 0.077 
italian 0.039 
emirate 0.039
...
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N-Gram Models in Practice

• Now we can sample from this mode: 

* Try for yourself: https://nlpforhackers.io/language-models/ [adopted from Chris Manning]

today the price 

Otherwise, seems reasonable!

get probability 
distribution

Sparsity problem: not 
much granularity in the 
probability distribution

of 0.308 
for 0.050 
it 0.046 
to 0.046 
is 0.031
...

condition on this

89



N-Gram Models in Practice

• Now we can sample from this mode: 

* Try for yourself: https://nlpforhackers.io/language-models/ [adopted from Chris Manning]

today the price of 

Otherwise, seems reasonable!

get probability 
distribution

Sparsity problem: not 
much granularity in the 
probability distribution

the 0.072 
18 0.043 
oil 0.043 
its 0.036 
gold 0.018
...

condition on this
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N-Gram Models in Practice

• Now we can sample from this mode: 

* Try for yourself: https://nlpforhackers.io/language-models/ [adopted from Chris Manning]

today the price of gold per ton , while production of shoe 
lasts and shoe industry , the bank intervened just after it 
considered and rejected an imf demand to rebuild depleted 
european stocks , sept 30 end primary 76 cts a share .

Surprisingly grammatical! 

But quite incoherent! To improve coherence, one may consider increasing 
larger than 3-grams, but that would worsen the sparsity problem! 
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Language Models: A History

● Probabilistic n-gram models of text generation [Jelinek+ 1980’s, …]

● Applications: Speech Recognition, Machine Translation
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Language Models: A History

● Probabilistic n-gram models of text generation [Jelinek+ 1980’s, …]

● Applications: Speech Recognition, Machine Translation

● “Shallow” statistical language models (2000’s) [Bengio+ 1999 & 2001, …]

NeurIPS 2000
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LMs w/ Recursive Neural Nets

• Core idea: apply a model repeatedly

[adopted from Chris Manning]

is the initial hidden state

words / one-hot vectors

word embeddings

the
 

sat on

book
s laptop

s

a zo
o

output distribution

hidden 
states

Input

embedding

outputs

cat
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RNNs in Practice 

• RNN-LM trained on Obama speeches:

https://medium.com/@samim/obama-rnn-machine-generated-political-speeches-c8abd18a2ea0

The United States will step up to the cost of a new 
challenges of the American people that will share the fact 
that we created the problem. They were attacked and so that 
they have to say that all the task of the final days of war 
that I will not be able to get this done.
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RNNs: Pros and Cons

• Advantages:

• Model size doesn’t increase for longer inputs

• Computation for step t can (in theory) use
information from many steps back

• Disadvantages:

• Recurrent computation is slow.
• While RNNs in theory can represent long

sequences, they quickly forget portions of the
input.

• Vanishing/exploding gradients.

[adopted from Chris Manning]

the students opened their

book
s lapto

ps

a zo
o
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Let’s evaluate these models! 

1. Train it on a suitable training documents. 

2. Evaluate  their predictions on different, unseen documents. 

“The cat sat on the [MASK]”

Prob

mat

table

bed

desk

chair

Some 
model
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Evaluating Predictions via “Perplexity”

• A measure of how well a probability distribution predicts a sample.

• Definition: for a document 𝐷 with words 𝑤1, … , 𝑤𝑛:

• In our earlier example: 

ppl 𝐷 = 2𝐸 , where 𝐸 = −
1

𝑛
σ𝑖=1

𝑛 log2 𝐏 𝑤𝑖 𝑤1, … , 𝑤𝑖−1) cross entropy

𝐸 = −
1

6

log2 𝐏 mat the cat sat on the) +

log2 𝐏 the the cat sat on) +

log2 𝐏 on the cat sat) +

log2 𝐏 sat the cat) +

log2 𝐏 cat the) +
log2 𝐏(the)
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Perplexity: Edge Cases

• Definition: for a document 𝐷
with words 𝑤1, … , 𝑤𝑛:

• If 𝑃 . uninformative:

• If 𝑃 . is exact: 

ppl 𝐷 = 2𝑥 , where

𝑥 = −
1

𝑛
σ𝑖=1

𝑛 log2 𝐏 𝑤𝑖 𝑤1, … , 𝑤𝑖−1)

∀𝑤 ∈ 𝑉: 𝐏 𝑤 𝑤1:𝑖−1) =
1

|𝑉|
⇒ ppl 𝐷 = 2

−
1

2
𝑛 log2

1

𝑉 = |𝑉|

𝐏 𝑤𝑖 𝑤1:𝑖−1) = 1 ⇒ ppl 𝐷 = 2−
1

2
𝑛 log2 1 = 1

Lower perplexity 
is good! 

Perplexity is a measure of model’s uncertainty 
about next word (aka ”average branching factor”)

Perplexity ranges  
between 1 and |V|. 
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Evaluation LMs with Perplexity (2016)

n-gram model →

Source: https://engineering.fb.com/2016/10/25/ml-applications/building-an-efficient-neural-language-model-over-a-billion-words/

Increasingly  
complex RNNs
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Summary So Far

• Language Model (LM), a predictive model for language

• N-gram models, early instances of LMs (until mid 2000’s) 

• Recurrent Neural Network: A family of neural networks that can 

be recursively applied to a given context. 

• RNN-LMs were shown to be effective LMs (2000’s - 2010’s)
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RNNs, Back to the Cons

• While RNNs in theory can represent long sequences, they quickly
forget portions of the input.

Some suggested solutions:

• Changes to the architecture makes it easier for the RNN to preserve information over 
many timesteps 

• Long Short-Term Memory (LSTM)  [Hochreiter and Schmidhuber 1997, Gers+ 2000]

• Gated Recurrent Units (GRU) [Cho+ 2014]

• Attention [Bahdanau+ 2014]

Many of these variants were the dominant architecture of  In 2013–2015. 
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RNNs, Back to the Cons

• While RNNs in theory can represent long sequences, they quickly
forget portions of the input.

• Vanishing/exploding gradients

Some suggested solutions:

• Changes to the architecture: 
• lots of new deep architectures (RNN or 

otherwise) add more direct connections,
thus allowing the gradient to flow)

• Changes to training: gradient clipping. 
"Deep Residual Learning for Image Recognition", 

He et al, 2015.  https://arxiv.org/pdf/1512.03385.pdf
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RNNs, Back to the Cons

• While RNNs in theory can represent long sequences, they quickly
forget portions of the input.

• Vanishing/exploding gradients
• Difficult to parallelize
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Self-Attention 

𝑥4𝑥3𝑥2𝑥1

𝑏4𝑏3𝑏2𝑏1

𝑥4𝑥3𝑥2𝑥1

𝑏4𝑏3𝑏2𝑏1

Self-Attention Layer

• 𝑏𝑖 is obtained based on the 
whole input sequence. 

• can be parallelly computed. 

Idea: replace any thing done by RNN with self-attention. 

RNN

[adopted from Hung-yi Lee]“Neural machine translation by jointly learning to align and translate” Bahdanau etl. 2014; 
“Attention is All You Need” Vaswani et al. 2017
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Attention 

• Core idea: on each step of the decoder, use direct connection to 
focus (“attend”) on a particular part of the context. 

[Vaswani et al. 2017: https://arxiv.org/abs/1706.03762] 106
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Defining Self-Attention

• Terminology: 
• Query: to match others

• Key: to be matched  

• Value: information to be extracted

• Definition: Given a set of vector values, and a vector query, 
attention is a technique to compute a weighted sum of the value, 
dependent on the query. 

[Vaswani et al. 2017: https://arxiv.org/abs/1706.03762] 107
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O
O

𝑣1

O
O

𝑘1

O
O

𝑞1

𝑥1

The

𝑞: query (to match others)

𝑘: key (to be matched)

𝑣: value (information to be extracted)

𝑞𝑖 = 𝑊𝑞𝑥𝑖

𝑘𝑖 = 𝑊𝑘𝑥𝑖

𝑣𝑖 = 𝑊𝑣𝑥𝑖

O O O O O
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𝑣4
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O
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𝑞4

𝑥4

O O O O O

𝑞: query (to match others)

𝑘: key (to be matched)

𝑣: value (information to be extracted)

𝑞𝑖 = 𝑊𝑞𝑥𝑖

𝑘𝑖 = 𝑊𝑘𝑥𝑖

𝑣𝑖 = 𝑊𝑣𝑥𝑖
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𝑥3
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O
O

𝑣4

O
O

𝑘4

O
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𝑞4

𝑥4
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𝑞: query (to match others)

𝑘: key (to be matched)

𝑣: value (information to be extracted)

𝛼1,1 𝛼1,2 𝛼1,3 𝛼1,4

How much 
should “The” 
attend to other 
positions? 

𝛼1,𝑖 = ൗ𝑞1 ∙ 𝑘𝑖

𝛼

Scaled dot product
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𝑥4
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𝛼1,1 𝛼1,2 𝛼1,3 𝛼1,4

How much 
should “The” 
attend to other 
positions? 

Softmax

ො𝛼1,1 ො𝛼1,2 ො𝛼1,3 ො𝛼1,4

𝜎 𝑧 𝑖 =
𝑒𝑥𝑝 𝑧𝑖

σ𝑗 𝑒𝑥𝑝 𝑧𝑗
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O
O

𝑞4

𝑥4

O O O O O

𝛼1,1 𝛼1,2 𝛼1,3 𝛼1,4

Representation of “The” given the  attention weights 

Softmax

ො𝛼1,1 ො𝛼1,2 ො𝛼1,3 ො𝛼1,4

O O 𝑏1 = 

𝑖

ො𝛼1,𝑖𝑣𝑖
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O
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𝛼1,1 𝛼1,2 𝛼1,3 𝛼1,4

One issue: the model doesn’t know 
word positions/ordering.  

Softmax

ො𝛼1,1 ො𝛼1,2 ො𝛼1,3 ො𝛼1,4

O O 𝑏1 = 

𝑖

ො𝛼1,𝑖𝑣𝑖
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One issue: the model doesn’t know 
word positions/ordering.  

Softmax

ො𝛼1,1 ො𝛼1,2 ො𝛼1,3 ො𝛼1,4

O O 𝑏1 = 

𝑖

ො𝛼1,𝑖𝑣𝑖

O O O O O
𝑝1

O O O O O
𝑝2

O O O O O
𝑝3

O O O O O
𝑝4

𝑝𝑖 are unique fixed vectors 
(sinusoidal  functions of 
varying periods). 
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Self-Attention: Back to Big Picture  

• Attention is a way to focus on particular parts of the input

• Can write it in matrix form: 

• Efficient implementations

• Better at maintaining long-distance dependencies in the context. 
𝑥4𝑥3𝑥2𝑥1

𝑏1 𝑏2 𝑏3 𝑏4

Self-Attention Layer
𝒃 = softmax

𝑄𝐾T

𝛼
𝑉
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Self-Attention

𝒃 = softmax
𝑄𝐾T

𝛼
𝑉
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Multi-Headed Self-Attention

• Multiple parallel attention layers is quite common. 
• Each attention layer has its own parameters. 

Self-Attention Layer
Self-Attention Layer

𝑥4𝑥3𝑥2𝑥1

[Vaswani et al. 2017] 117



How Do We Make it Deep? 

Multi-Headed 
Self-Attention Layer

O O O O O O

Feed Forward Network

O O O O O O

• Add a feed-forward network on top it 
to add more capacity/expressivity. 

• Repeat! 

Feedforward Net: Refresher

A fully-connected network 

of nodes and weights. 
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Encoder-Decoder Architectures 

• It is useful to think of generative models as two sub-models.

“The cat sat on the [MASK]”
Some 
model
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Encoder-Decoder Architectures 

• It is useful to think of generative models as two sub-models.

“The cat sat on the [MASK]”

En
co

de
r

D
ec

od
er

Representation (compression) of the context

Produces the output sequence item by item 
using the representation of the context. 

Processes the context and 
compiles it into a vector.
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Encoder-Decoder Architectures 

https://jalammar.github.io/visualizing-neural-machine-translation-mechanics-of-seq2seq-models-with-attention/121



Transformer [Vaswani et al. 2017]

• An encoder-decoder architecture 
built with attention modules. 

• 3 forms of attention
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Impact of Transformers 

• Let to better predictive models of language! 

[”Efficient Content-Based Sparse Attention with Routing Transformers” Roy et al. 2020] 123



Impact of Transformers 

• A building block for a variety of LMs 

Decoders

Encoders

Encoder-

Decoders

❖ Examples: GPT-2, GPT-3, LaMDA

❖ Other name: causal or auto-regressive language model 

❖ Nice to generate from; can’t condition on future words

❖ Examples: BERT, RoBERTa, SciBERT.

❖ Captures bidirectional context. Wait, how do we pretrain them?

❖ Examples: Transformer, T5, Meena

❖ What’s the best way to pretrain them? 
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Transformer LMs + Scale = LLMs

• 2 main dimensions:

• Model size, pretraining data size
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Model size over time
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Wiki+books 
(BERT, 
2018)

~3B tokens

Wiki+books+ne 
ws

(RoBERTa 2019)

~30B tokens

C4 
(T5, 2020)

360B
tokens

Chinchilla 
(2022)

1.4T tokens
Photo credit: https://www.microsoft.com/en-us/research/blog/using-deepspeed-and- 
megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful- 
generative-language-model/

http://www.microsoft.com/en-us/research/blog/using-deepspeed-and-


Large Language Models

• Not only they improved performance on many NLP tasks, but 
exhibited new capabilities



Questions?
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