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Logistics

● Project proposal deadline: October 1st
○ Do you have an idea for your project?
○ Tips on how to choose a project: link 

https://yalenlp.github.io/cpsc670/assets/lectures/s23/lecture_5_projects.pdf


Goal for today’s class

How can we perform tasks using a pretrained LM without  fine-tuning it – aka 
prompting / inference methods. 

Part I: In context learning

Part II: Chain of thought prompting



Part I: In-Context Learning
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✍ Sriram Sai Ganesh 

Introduction

● Previously, NLP research tended to:

○ Design task-specific model architectures.

○ Curate language representations & data to 

specific tasks.

● Recent paradigm shift – 

○ Task-agnostic models.

○ Generalized pre-training & architectures.

● Final step (?) – 

○ Adapting these task-agnostic models to 

specific tasks.



✍ Sriram Sai Ganesh 

How necessary is finetuning?

● Prior work shows:

○ A single pre-trained model has good zero-shot 

performance. Not SoTA…yet.

○ Performance scales with parameter  count* (!)

● Contributions of this work:

○ Empirically test performance scaling, 

ranging up to 175B parameters (GPT-3.)

○ Clarify and systematize “in-context learning.”

○ Promising experimental results.

*within experimental constraints.



✍ Sriram Sai Ganesh 

Approach

● Fine-tuning: update weights based on data.

+ Good  benchmark performance.

– Poor OOD generalization.

● Few-shot: task description along with 

K examples of samples/completions.

+ Major reduction in task-specific data.

– Worse performance than SoTA (so far.)

● One-shot: few-shot with K=1.

● Zero-shot: Task description only, K=0.

Learning Settings



✍ Sriram Sai Ganesh 

Approach

● Architecture:
○ Identical to GPT-2, except for the 

transformer attention pattern.

○ 8 different model sizes – 125M to 175B

○ Model & data partitioned across GPUs to 

efficiently handle memory constraints

● Training Dataset:
○ Filtered CommonCrawl

○ Deduplication to prevent redundancy & 

ensure integrity of held-out validation set.

○ Augmented with reference corpora: WebText, 

Books1 & 2, English Wikipedia.

Model & Dataset



✍ Sriram Sai Ganesh 

Approach

● Training Process:

○ Model parallelism both within each 

matrix multiply & across layers.

● Evaluation:

○ One/Few-shot: draw K samples from 

training or dev set as conditioning.

○ Some tasks – additional natural 

language prompt.

○ Results reported on test set when 

possible.

Training & Evaluation



✍ Sriram Sai Ganesh 

Results

● Penn Treebank: 

○ New SoTA by 15 points.

○ Zero-shot perplexity of 20.5 on POS labeling.

● LAMBADA:

○ Predicting terminal word in a 

sentence/paragraph.

○ Framed in a few-shot setting – 86.4% (+18%).

○ One-shot – not as effective.

● HellaSwag & StoryCloze – lower than fine-tuned SoTA.

Language Modeling & Cloze



✍ Sriram Sai Ganesh 

Results

● Closed-book (no document/info access)

○ GPT-3 nears or exceeds SoTA pre-trained

and fine-tuned RAG models on 2 datasets.

○ ARC multiple choice – approaches baselines;

much worse than SoTA.

● Reading comprehension – approach human

baselines but worse than SoTA NNs.

● Translation:

○ Underperforms SoTA on 0-shot.

○ Few-shot – approaches SoTA when translating to En.

QA & Translation



✍ Sriram Sai Ganesh 

Results

● A standardized collection of 

datasets.

● Few-shot results – 

○ Steady improvement through 

K=32.

○ Large variance in GPT-3 

performance.

○ Weak at comparing sentences

● Scaling shows improvements

SuperGLUE



✍ Sriram Sai Ganesh 

Results Misc. 
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Results Misc. 



✍ Sriram Sai Ganesh 

Limitations & Conclusion

● Potential test set contamination from 

the internet-scale dataset.

● Model limitations:

○ Semantic self-repetition.

○ Weakness at “common-sense” and 

comparative tasks.

○ Lack of interpretability.

○ Poor sample efficiency.

○ What does ICL actually do?

● 175B model; towards general language systems; 

empirical scaling results; ethical considerations.



GPT-3: Language Models are Few-Shot Learners
Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah et. al.

Paper: arxiv.org/abs/2005.14165

Thank you!

Questions?

https://arxiv.org/abs/2005.14165


ICL Reviewer



Key Summary of Contributions:

● GPT-3 demonstrates Meta-learning capabilities with its ability to perform 
“In-Context” Learning (ICL). 

● This particularly scales as model size increases, ICL Capabilities are better 
on a wide range of natural language processing tasks



Strengths

● Demonstrates the scaling effect, where GPT-3's large size significantly 
improves few-shot learning performance, often rivaling state-of-the-art 
fine-tuned models.

● Introduces a reproducible approach for task-agnostic learning, enabling 
large-scale language models to adapt to multiple tasks without fine-tuning 
(updating gradients).

● Significant advancement in meta-learning and natural language processing 
capabilities.



Weaknesses

● Tasks that have long corpus dependence tend to fall short of several NLP tasks
● While GPT-3 appears to show impressive results against SOTA models on those 

benchmark tasks with no gradient updates, however it does not beat the SOTA in 
several NLP tasks

● Concerns about data leakage when running the benchmarks



Follow-up Questions for Authors

1. How have you checked for data leakage on your benchmark data?
2. What strategies could be employed to address this issue, especially for 

applications requiring sustained coherence over longer outputs? How does 
this impact performance?



ICL Archaeologist



Main Motivation for GPT-3

🏺 Sachin Kumar 

Prior work: the architecture and the initial representations are task-agnostic but 
still require a task-specific step of fine-tuning.

GPT3: How can we get rid of this



Additional Context for In-Context Learning

🏺 Sachin Kumar 

● What inspired this paper?
○ Primarily GPT2 – which showed proof of concept of zero-shot inference.
○ Scaling Laws – will go into details on October 7
○ Meta-Learning: Learning to learn

● What did this paper inspire?
○ Is scaling required for in-context learning? 
○ Are models “learning” in-context?
○ Why can models learn in-context?
○ Can we teach models to better learn in-context



Scaling Laws of Language Models

🏺 Sachin Kumar 



Meta Learning

🏺 Sachin Kumar 

●

Meta-Learning: Learning to Learn Fast | Lil'Log (lilianweng.github.io)🏺 Sachin Kumar 

https://lilianweng.github.io/posts/2018-11-30-meta-learning/


Additional Context for In-Context Learning

🏺 Sachin Kumar 

● What inspired this paper?
○ Primarily GPT2 – which showed proof of concept of zero-shot inference.
○ Scaling Laws – will go into details on October 7
○ Meta-Learning: Learning to learn

● What did this paper inspire?
○ Is scaling required for in-context learning? 
○ Are models “learning” in-context?
○ Why can models learn in-context?
○ Can we teach models to better learn in-context, instruction tuning and more

🏺 Sachin Kumar 



Are models “learning” from in-context examples?

🏺 Sachin Kumar 

[Min et al 2021] Rethinking the Role of Demonstrations: 
What Makes In-Context Learning Work?

[Wei et al 2022] Larger language models do in-context learning 
differently

🏺 Sachin Kumar 



Is scaling required for in-context learning?

🏺 Sachin Kumar 🏺 Sachin Kumar 



Why can models learn in-context?

🏺 Sachin Kumar 🏺 Sachin Kumar 



Can we teach models to learn in-context

🏺 Sachin Kumar 🏺 Sachin Kumar 



In-context Learning Visionary



Teach LLMs to Use Searching Engine

Use searching results as context for LLMs to generate better results

Train LLMs to perform searching using RL

A lot of on-going research on this field…



Scale Up for Better Fundamental Models

Based on scaling law, larger model size and larger dataset size trains a model with 
lower loss.

Train larger LLMs on larger dataset

A lot of on-going research on this field…



Benchmarking LLMs of In-context Learning

To help practitioners find more suitable LLMs for their specific need (or to train the 
next-generation fondamental LLMs) , we need to evaluate the state-of-the-art 
LLMs on different topics involving different kinds of in-context learning tasks

A lot of on-going research on this field…



Construct Specialized Fundamental Few-shot LLMs

Motivation: few-shot learning is important for application tasks with very limited 
training data, such as project-specific code comment generation, personalized 
handwriting recognition

Limitations: existing LLMs are not trained to be focused on few-shot learning, 
resulting in data gap between training and inference for these applications

Insights: fine-tuning fundamental LLMs on few-shot learning dataset to mitigate 
this gap

Haven’t heard of existing research on this field…



Part II: Chain of Thought Prompting



CoT - Stakeholder

✍: Roozbeh Nahavandi



Challenges in LLMs

● Scaling up model size alone has not proved sufficient for achieving high 
performance on challenging tasks, such as arithmetic, commonsense, and 
symbolic reasoning. 

●  Large language models still have limitations in their ability to reason and 
understand the context of a situation.



Reasoning Problems
Fine-tune GPT-3 on GSM8K (arithmetic) 
(Cobbe et al., 2021):

✍: Roozbeh Nahavandi



Reasoning Problems
Fine-tune GPT-3 on GSM8K (arithmetic) 
(Cobbe et al., 2021):

GSM8K (arithmetic):

✍: Roozbeh Nahavandi



Reasoning Problems
Fine-tune GPT-3 on GSM8K (arithmetic) 
(Cobbe et al., 2021):

GSM8K (arithmetic):

❗Few-shot standard prompting with even larger 
model (PaLM 540B) also does not work well.✍: Roozbeh Nahavandi



Contribution

● This work explores the ability of language models to perform few-shot 
prompting for reasoning tasks, given a prompt that consists of triplets:  
⟨input, chain of thought, output⟩
○ Chain-of-thought: a series of intermediate natural language reasoning steps 

that lead to the final output (Chain-of-thought prompting)
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prompting for reasoning tasks, given a prompt that consists of triplets:  
⟨input, chain of thought, output⟩
○ Chain-of-thought: a series of intermediate natural language reasoning steps 

that lead to the final output (Chain-of-thought prompting)

● This work presents empirical evaluations on arithmetic, commonsense, 
and symbolic reasoning benchmarks, showing that chain-of-thought 
prompting outperforms standard prompting.

✍: Roozbeh Nahavandi

❗No language models were finetuned in the process of writing this paper.



✍: Roozbeh Nahavandi
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1. Decomposes Complex Problems: CoT allows models to break down multi-step 
problems into intermediate steps, improving reasoning for more complex tasks.

Properties of CoT



✍: Roozbeh Nahavandi
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2. Improves Interpretability: CoT offers a clearer view into the model’s thought process, 
helping to debug where reasoning errors occur.

Properties of CoT
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Properties of CoT

✍: Roozbeh Nahavandi

1. Decomposes Complex Problems: CoT allows models to break down multi-step 
problems into intermediate steps, improving reasoning for more complex tasks.

2. Improves Interpretability: CoT offers a clearer view into the model’s thought process, 
helping to debug where reasoning errors occur.

3. Broad Applicability: CoT works across diverse tasks like math problems, 
commonsense reasoning, and symbolic manipulation.

4. Easy to Implement: CoT can be elicited in large pre-trained models by simply adding 
CoT examples in few-shot prompts.



Arithmetic Reasoning - Experimental Setup

Models:
- GPT-3 (350M, 1.3B, 6.7B, 175B) (Brown et al., 2020)
- LaMDA (422M, 2B, 8B, 68B, 137B) (Thoppilan et al., 2022)
- PaLM (8B, 62B, 540B)
- UL2 20B (Tay et al., 2022)
- Codex (Chen et al., 2021)

Benchmarks: 
- GSM8K (Cobbe et al., 2021)
- SVAMP (Patel et al., 2021)
- ASDiv (Miao et al., 2021)
- AQuA
- MAWPS (Koncel-Kedziorski et al., 2016)

✍: Roozbeh Nahavandi



Results & Takeaways
- Emergent Ability at Scale: Chain-of-thought prompting 

only improves performance for large models (around 
100B parameters)
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Results & Takeaways
- Emergent Ability at Scale: Chain-of-thought prompting 

only improves performance for large models (around 
100B parameters)

- Significant Gains for Complex Tasks: CoT prompting 
leads to substantial performance improvements, 
particularly for complex tasks like GSM8K, where 
performance more than doubled for the largest models

- State-of-the-Art Results: CoT prompting achieves or 
surpasses state-of-the-art performance and compares 
favorably to fine-tuned task-specific models, even 
without additional training.

✍: Roozbeh Nahavandi



Ablation Study
Question: Can other prompting methods match the performance gains of 
chain-of-thought prompting? 
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- Variable compute only
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Robustness of Chain-of-Thought

Chain-of-thought for arithmetic reasoning is robust to:
- Annotators

- Independently-written chain-of-thought

- Different exemplars

- Different exemplar orders

- Various language models

- Varying number of exemplars
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Commonsense Reasoning 

✍: Roozbeh Nahavandi



Results
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Results
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Symbolic Reasoning

✍: Roozbeh Nahavandi



Results

✍: Roozbeh Nahavandi
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CoT Reviewer

🔎: Patrick Da Silva



Summary

Observation

Model parameter scaling is not providing enough improvement on various reasoning 
tasks.

Contribution
Combine few-shot prompting with reasoning chains to unlock reasoning capabilities in 

LLMs without task-specific fine tuning.

🔎: Patrick Da Silva



Strengths/Weaknesses
Originality

● Pros:
○ Builds on and integrates well with well known concepts

■ reasoning chains
■ ICL via few-shot prompting

○ Examines the combination of the two
■ Finds CoT performative given sufficient model scale (>100 Billion 

from this era)
● Cons (maybe):

○ The novelty of this work comes from an effect seen from using models >100 
Billion parameters. Many researchers at the time did not have access to these 
resources

Quality

● Pros:
○ Analyzes 3 types of reasoning

■ arithmetic, commonsense, symbolic
○ Uses eval sets of varying difficulty

■ E.g. GSM8k (harder) vs SingleOp from MWPS (easier)
● Cons:

○ Mentions hard evaluations such as MATH but show no results
■ No justification for why they did not include it
■ Is the task too hard for the base model even with CoT?
■ Should be included to help shape future research / benchmark 

current progress

🔎: Patrick Da Silva

Clarity

● Pros:
● Robust Appendix with full prompts and 

reproducibility tips

Significance

● Pros:
● Unveils potential for widespread use of performant non 

fine-tuned models



Question
Background:

In this paper, few-shot CoT performance is seen as an emergent property of models of a certain size. 

As of 2024 instruction tuning and other advancements have resulted in 7-9B parameter models being 
capable of complex reasoning. While these models are likely to have been fine-tuned on reasoning 
chains, they still show a great ability to learn a task and respond correctly.

Llama-3.1-8B-Instruct GSM8k @ 8 shots is >80% vs SotA in CoT paper ~60% w/ 500B.

Question:

Could the authors incorporate another metric such as “instruction following capability” 
as an additional quantification of a model’s ability to perform few-shot CoT?

(This could establish a method for smaller models to see the same benefit, rather than 
solely relying on scale)

🔎: Patrick Da Silva



Limitations
1. Few-shot examples uses many context tokens

a. Back then context windows were smaller e.g. GPT-3 @ 2048 tokens
b. This leaves less space for other information such as system prompt, user prompt, etc.
c. Including this many tokens during inference time also greatly impedes latency.

i. Fine-tuning can be expensive/prohibitive for certain tasks, but may still be the optimal solution for certain 
applications where inference latency matters (not mentioned in the paper).

2. Fails to improve certain tasks (e.g. CSQA)
a. CSQA performance with CoT is nearly identical to standard prompting
b. There is no explanation why it fails at this task while succeeding at other tasks

3. Chains of thought do not necessitate correct reasoning paths
a. More follow-up work on answer alignment with reasoning trace (answer differs from logical conclusion of 

reasoning)

🔎: Patrick Da Silva



COT Archaeologist



Prior Work

- How can we get transformers to produce reasoning?
- How to get insight into how they decide answers?



Explaining Predictions - WT5

- Explain reasoning behind sentiment

WT5?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546

https://arxiv.org/abs/2004.14546


Explaining Predictions - WT5

- Fine-tuned T5 model that can produce explanation alongside sentiment
- T5: Text-to-text transformer
- Task-completing/problem-solving

WT5?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546

https://arxiv.org/abs/2004.14546


Explaining Predictions - WT5

- Train data uses mixed labels to create “semi-supervised” environment
- Prepending “explain” word to the start of the input sequence prompts model to 

append reasoning after its result

WT5?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546

https://arxiv.org/abs/2004.14546


Explaining Predictions - WT5

- “Non-cherry picked solutions”

WT5?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546

https://arxiv.org/abs/2004.14546


Sanity Check

- Do transformers actually benefit from chain-of-thought?
- Determine how much transformers actually use sequential information in 

responses



Rationalization - AddText

- Insert distractor information into input text
- Observe if model output reflects correct or distractor information. 

Can Rationalization Improve Robustness? - https://arxiv.org/pdf/2204.11790

https://arxiv.org/pdf/2204.11790


Strong dip in performance



Math and Arithmetic

- MATH Dataset
- 12,500 arithmetic problems with steps

- GSM8K (Grade-school math 8.5K)
- 8,500 arithmetic problems that take 2-8 

steps to complete
- Training Verifiers helps solve math word 

problems
- Fine-tuning compared to novel verification 
- Verification: sample high temperature 

solutions, scoring, and outputting highest 
score

Work not directly related to COT, but 
datasets were important to COT paper

Measuring Mathematical Problem Solving With the MATH Dataset - https://arxiv.org/abs/2103.03874
Training Verifiers to Solve Math Word Problems - https://arxiv.org/abs/2110.14168

https://arxiv.org/abs/2103.03874
https://arxiv.org/abs/2110.14168


Visionary, 🔭
Abraham Owodunni 



Future Directions 

- Chain of Actions: Turning LLMs into multi-agent systems via prompting:
- Proprietary models now have access to online tools that can make them act 

like multiagent systems.
- Q: How do we good design action steps for a model via prompting?



Future Directions 

- Chain of Actions: Turning LLMs into multi-agent systems via prompting:
- Proprietary models now have access to online tools that can make them act 

like multiagent systems.
- Q: How do we good design action steps for a model via prompting?
- What was the price of Nvidia’s stock at 9:15am on 5th of June 2007?

- Actions:
- Make a request to an API
- Pull some data to a CSV
- Write code to analyse the “Price” column
- Return result

-



Future Directions 

- Evaluation in the Era of reasoning models
-
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- Evaluation in the Era of reasoning models
- New wave of reasoning model series: OpenAI Strawberry 

Multi-step conversation using 

“reasoning tokens”
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Future Directions 

- Evaluation in the Era of reasoning models
- New wave of reasoning model series: OpenAI Strawberry 

- How do we rank the rank the reasoning abilities of these models?

- Reasoning Metric?

- Idea: A benchmark dataset with reasoning steps. 

- Evaluation: Humans and LLM as a Judge.



Future Directions 

- Evaluation in the Era of reasoning models
- Why is this important? A model with better reasoning capacity might perform 

better. Relying on a model getting the final answer is not a great metric for 
reasoning rank.
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Future Directions 

- Position paper with some experiments: Can LLMS actually reason?
- What is reasoning?
- CoT paper likens reasoning to that of humans: “Consider one’s own thought process when 

solving a complicated reasoning task …”
- But swapping prompt positions lead to low performance, is that really dependent 

reasoning?

Q: Take the last letters of the words in “Lady 
Gaga” and concatenate them. 

The last letter of “Lady” is “y”. The last letter 
of “Gaga” is “a”. Concatenating them is “ya”. 
A. So the answer is ya.

Q: Take the last letters of the words in “Lady 
Gaga” and concatenate them. 

A: The answer is ya. 
The last letter of “Lady” is “y”. The last letter 
of “Gaga” is “a”. Concatenating them is “ya”. 
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- LLM Reasoning: prompt, compute or size?
- CoT Paper: We can elicit LLM reasoning by using a well designed prompting strategy.
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Future Directions 

- LLM Reasoning: prompt, compute or size?
- Paper: We can elicit LLM reasoning by using a well designed prompting strategy.
- But recent works have prompted improving reasoning via test time compute.
- Also, the paper (CoT) discovered that just scaling the model resulting into better reasoning.
- So which on do we go with?



Future Directions 

- Role of CoT for Cross-lingual generation
- What is will be the reasoning steps for cross-lingual generation?
- Chain of Translations (CoT)?



Thank You!


