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Logistics

e Project proposal deadline: October 1st
o Do you have an idea for your project?
o Tips on how to choose a project: link


https://yalenlp.github.io/cpsc670/assets/lectures/s23/lecture_5_projects.pdf

Goal for today’s class
How can we perform tasks using a pretrained LM without fine-tuning it — aka
prompting / inference methods.

Part I. In context learning

Part II: Chain of thought prompting
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Introduction

e Previously, NLP research tended to:
o Design task-specific model architectures.
o Curate language representations & data to
specific tasks.
e Recent paradigm shift -
o Task-agnostic models.
o Generalized pre-training & architectures.

e Finalstep(?) -

o Adapting these task-agnostic models to

specific tasks.

#, Sriram Sai Ganesh



How necessary is finetuning?

25 Unsupervised Statistical MT----

20

e Prior work shows:

15 {Denoising + Backtranslate----

o Asingle pre-trained model has good zero-shot

Average of ROUGE 1,2,L

performance. Not SoTA...yet.

o  Performance scales with parameter count* (!)

0
117M 345M 762M  1542M
# of parameters in LM

e Contributions of this work:

Reading Comprehension

. . . 90 {HUMaN-------==-omommoeo o
o  Empirically test performance scaling, e
80 1
ranging up to 175B parameters (GPT-3.) 7o,
DrQA+PGNet -
o  Clarify and systematize “in-context learning.” B on g
501
o  Promising experimental results. R
401
S I — Seq2seq
117M 345M 762M  1542M

# of parameters in LM

#. Sriram Sai Ganesh *within experimental constraints.



Approach

e Fine-tuning: update weights based on data.

+ Good benchmark performance.

— Poor OOD generalization.

e Few-shot: task description along with
K examples of samples/completions.
+ Major reduction in task-specific data.
— Worse performance than SoTA (so far.)
e One-shot: few-shot with K=1.
e Zero-shot: Task description only, K=0.

#. Sriram Sai Ganesh

Learning Settings

The three settings we explore for in-context learning

Traditional fine-tuning (not used for GPT-3)

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task description
cheese => prompt
One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French: task description

ea otter => loutre de mer example

cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
examples

plush girafe => girafe peluche

cheese => prompt

Fine-tuning
The model is trained via repeated gradient updates using a
large corpus of example tasks.

ea otter => loutre de mer example #1
peppermint => menthe poivrée example #2
plush giraffe => girafe peluche example #N
cheese => prompt



Approach Model & Dataset

Output
Probabilities

Linear

e Architecture:
o ldentical to GPT-2, except for the
transformer attention pattern.

Add & Norm

Feed
Forward

Add & Norm

Add & Norm Mult-Head
o  8different modelsizes - 125M to 175B = )|~
o Model & data partitioned across GPUs to v =R (e
efficiently handle memory constraints T (Y=
. . Posiﬁqnal ®_< A Posxtiqnat
e Training Dataset: Encoding il Encoing
o Filtered CommonCrawl o, s
o  Deduplication to prevent redundancy & e S
. . . . uantity
ensure integrity of held-out validation set. Dataset (tokens)
o  Augmented with reference corpora: WebText, Common Crawl (filtered) | 410 billion
. - . WebText2 19 billion
Books1 & 2, English Wikipedia. Books1 12 billion
Books2 55 billion
#, Sriram Sai Ganesh Wkipedia 2 bl



Approach

e Training Process:
o  Model parallelism both within each
matrix multiply & across layers.

e Evaluation:

O  One/Few-shot: draw K samples from
training or dev set as conditioning.

o  Some tasks - additional natural
language prompt.

o Results reported on test set when

possible.

#. Sriram Sai Ganesh

Training & Evaluation

Model Name Nparams  Mlayers  Gmodel  Mheads dhead  Batch Size  Learning Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 1074
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0 x 1074
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 x 1074
GPT-3 XL 1.3B 24 2048 24 128 1M 2.0 x 1074
GPT-32.7B 2.7B 32 2560 32 80 IM 1.6 x 1074
GPT-3 6.7B 6.7B 32 4096 32 128 2M 1.2 x 1074
GPT-3 13B 13.0B 40 5140 40 128 2M 1.0 x 1074
GPT-3 175B or “GPT-3”  175.0B 96 12288 96 128 3.2M 0.6 x 1074
Time step 1 Time step 2 Time step 3
Candidates Candidates Candidates
A
®
%'c / . ABD
/® x P w
B
0 /—»Q
§ p® A A
\\ /
E % B B
c _/_: (6] CE 4 C CED



Results

e Penn Treebank:

O  New SoTA by 15 points.
o  Zero-shot perplexity of 20.5 on POS labeling.

e LAMBADA:

o Predicting terminalwordina

sentence/paragraph.
o Framed in a few-shot setting - 86.4% (+18%).

o  One-shot - not as effective.

® HellaSwag & StoryCloze - lower than fine-tuned SoTA.

#. Sriram Sai Ganesh

Language Modeling & Cloze

LAMBADA LAMBADA StoryCloze HellaSwag
Setting (acc) (ppD) (acc) (acc)
SOTA 68.0¢ 8.63" 91.8¢ 85.67
GPT-3 Zero-Shot 76.2 3.00 83.2 78.9
GPT-3 One-Shot 72.5 3.35 84.7 78.1
GPT-3 Few-Shot 86.4 1.92 87.7 79.3
Lambada
. O O Y O
90
P e
80 et
0 e (] 11 55 B o\ s e e e ot e e e e
3
e
40
—e— Zero-Shot
30 —e— One-Shot
—e— Few-Shot (K=15)
20
0.1B 04B 08B 13B 26B 678 13B 175B

Parameters in LM (Billions)



Results QA & Translation

H Setti N 1QS  WebQS TriviaQA
e Closed-book (ho document/info access) oting _ shidlQS WehQs TrisiaQ
RAG (Fine-tuned, Open-Domain) [LPP*20] 44.5 45.5 68.0
T5-11B+SSM (Fine-tuned, Closed-Book) [RRS20] 36.6 447 60.5
O _ - H T5-11B (Fine-tuned, Closed-Book) 34.5 37.4 50.1
GPT-3 nears or exceeds SoTA pre-trained o 11B (Fine-un P el
GPT-3 One-Shot 23.0 25.3 68.0
and fine-tuned RAG models on 2 datasets. GPT-3 Few-Shot 29.9 415 712
o  ARC multiple choice - approaches baselines;
P PP ’ Setting ARC (Easy) ARC (Challenge) CoQA DROP
much worse than SoTA. Fine-tuned SOTA ~ 92.0¢ 78.5" 90.7°  89.1¢
GPT-3 Zero-Shot ~ 68.8 51.4 815 236
. . GPT-3 One-Shot ~ 71.2 53.2 840 343
e Reading comprehension - approach human  cors peesios 70,1 s =
baselines but worse than SoTA NNs. .
Setting En—Fr Fr—En En—De De—En En—Ro Ro—En
Tra nS | a t|O n . SOTA (Supervised) 45.6¢ 35.0°% 41.2¢ 40.2¢ 38.5¢ 39.9¢
¢ ° XLM [LC19] 33.4 333 26.4 34.3 33.3 31.8
MASS [STQ*19] 37.5 34.9 28.3 35.2 35.2 33.1
o Underperforms SoTA on O-shot. mBART [LGG+20] 2 = 29.8 34.0 35.0 30.5
. GPT-3 Zero-Sh 25.2 21.2 24.6 272 14.1 19.9
o Few-shot - approaches SoTA when translating to En. GPT-3 Oitsho(f 78.3 337 262 304 206 386
GPT-3 Few-Shot 32,6 39.2 29.7 40.6 21.0 39.5

#. Sriram Sai Ganesh



Results SuperGLUE

SuperGLUE  BoolQ CB CB COPA RTE
H H Average Accurac Accurac F1  Accuracy Accurac
e Astandardized collection of , g Y Y Y Y
Fine-tuned SOTA 89.0 91.0 96.9 93.9 94.8 92.5
Fine-tuned BERT-Large 69.0 774 83.6 75.7 70.6 71.7
d atasetS. GPT-3 Few-Shot 71.8 76.4 75.6 52.0 92.0 69.0
WiC WSC MultiRC  MultiRC ReCoRD ReCoRD
Accurac Accurac Accurac Fla Accurac F1
e Few-shotresults - : ! i ! ?
Fine-tuned SOTA 76.1 93.8 62.3 88.2 92.5 93.3
Fine-tuned BERT-Large 69.6 64.6 24.1 70.0 71.3 72.0
0) Steady improve me nt th rough GPT-3 Few-Shot 494 80.1 30.5 754 90.2 91.1
SuperGLUE Performance In-Context Learning on SuperGLUE
K_32 —e— Zero-shot —o— Few-shot GPT-3 1758
. . Fine-tuned SOTA 1‘ ?ne-S:D: - Fine-tuned SOTA
o Largevariance in GPT-3 eushot (K=32)
80 80
performance.

Fine-tuned BERT++

O  Weak at comparing sentences

SuperGLUE Score

e Scaling shows improvements

50

40
0.1 04 08 13 26 6.7 13 175 01234 8 16 32

4 H H Billions of Parameters in LM Number of Examples in Context (K)
#. Sriram Sai Ganesh



Results Misc.

Human ability to detect model generated news articles

| control (86%)
80 -
.
& 70-
>
1o
o
=)
o
1%} .
<<
60 -
’
random chance (50%) :
L e [ R s
le8 le9 lel0 lell

/ Sriram Sai Ganesh Number of parameters (log scale)



Results

S
o N O
S o oS

Cross-Entropy Loss
N
N
(&)

(nats/token, smoothed)

n
o
S

1.50
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GPT-3 Training Curves

—— Validation Loss
Train Loss

100 150 200 250 300

Tokens Elapsed
(Billions)

Model Parameters

-10°

Validation Loss

L =257 -C[o948

107

107 10° 10°
Compute (PetaFLOP/s-days)

10"

10"
- 10°

10

Parameters



Limitations & Conclusion

30%

eval on only
uAe c{ean data
— “EG 20% b did better
e Potential test set contamination from | wp—
c— [ ] )
. ] HN. SRR S Taa 2
the internet-scale dataset. E8 | sawn wnogad | Pa® B amaz® @
G 3 -10%
gé WMT16 de->en Anagrams 1
[ ] MOdeI |imitati0n5: E_’ 20% @ DROP eval on alldgta
Reversed Words -@ (including dirty)
. L. 30% J, did better
o  Semantic self-repetition. o% 25% 0% 7% 00%
Percentage of Data Clean in Dataset
o  Weakness at “common-sense” and
20 Sentiment Across Models
comparative tasks. — Asian
. . s
o Lack of interpretability. .
. g 20 A —— Indian
o  Poor sample efficiency. 3 —— Middle eastern
S 10 A
£
o What does ICL actually do? =
& 01
e 175B model; towards general language systems; o
empirical scaling results; ethical considerations. o

350M 760M 1.3B 2.7B 6.7B 13B 175B
Model Size

#. Sriram Sai Ganesh



Thank you!

Questions?

©

GPT-3: Language Models are Few-Shot Learners

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah et. al.

Paper: arxiv.org/abs/2005.14165


https://arxiv.org/abs/2005.14165

|CL Reviewer



Key Summary of Contributions:

e GPT-3 demonstrates Meta-learning capabilities with its ability to perform
“In-Context” Learning (ICL).

e This particularly scales as model size increases, |ICL Capabilities are better
on a wide range of natural language processing tasks



Strengths

Demonstrates the scaling effect, where GPT-3's large size significantly
improves few-shot learning performance, often rivaling state-of-the-art
fine-tuned models.

Introduces a reproducible approach for task-agnostic learning, enabling
large-scale language models to adapt to multiple tasks without fine-tuning
(updating gradients).

Significant advancement in meta-learning and natural language processing
capabilities.



Weaknesses

e Tasks that have long corpus dependence tend to fall short of several NLP tasks
e While GPT-3 appears to show impressive results against SOTA models on those
benchmark tasks with no gradient updates, however it does not beat the SOTA in

several NLP tasks
e Concerns about data leakage when running the benchmarks

SuperGLUE ~ BoolQ CB CB COPA RTE
Average Accuracy Accuracy F1  Accuracy Accuracy
Fine-tuned SOTA 89.0 91.0 96.9 93.9 94.8 92.5
Fine-tuned BERT-Large 69.0 774 83.6 75.7 70.6 71.7
GPT-3 Few-Shot 71.8 76.4 75.6 52.0 92.0 69.0
WiC WwsC MultiRC  MultiRC ReCoRD ReCoRD
Accuracy Accuracy  Accuracy Fla Accuracy F1
Fine-tuned SOTA 76.1 93.8 623 88.2 92.5 93.3
Fine-tuned BERT-Large 69.6 64.6 24.1 70.0 713 72.0
GPT-3 Few-Shot 49.4 80.1 30.5 754 90.2 91.1

Table 3.5: Performance of GPT-3 on SuperGLUE compared to fine-tuned baselines and SOTA. All
results are reported on the test set. GPT-3 few-shot is given a total of 32 examples within the context
of each task and performs no gradient updates.



Follow-up Questions for Authors

1. How have you checked for data leakage on your benchmark data?
2. What strategies could be employed to address this issue, especially for
applications requiring sustained coherence over longer outputs? How does

this impact performance?



|ICL Archaeologist



Main Motivation for GPT-3

Prior work: the architecture and the initial representations are task-agnostic but
still require a task-specific step of fine-tuning.

GPT3: How can we get rid of this

@ Sachin Kumar



Additional Context for In-Context Learning

e \What inspired this paper?
o Primarily GPT2 — which showed proof of concept of zero-shot inference.
o Scaling Laws — will go into details on October 7
o Meta-Learning: Learning to learn

e \What did this paper inspire?
o Is scaling required for in-context learning?
o Are models “learning” in-context?
o  Why can models learn in-context?
o Can we teach models to better learn in-context

@ Sachin Kumar



Scaling Laws of Language Models

4.2
—— L=(D/5.4-103)70095 | 5.6 —— L=(N/8.8-10%3)"0-07
3.9
4.8
2 ° a6
- 4.0
4
et
8 3.3 3_2
=
3.0
. 24
L = (Cmin/2.3 - 108)~0.050
2 — . . . 2.7 . , . . .
10 107 10% 10°%* 10! 10! 108 10° 10° 107 10°
Compute Dataset Size Parameters
PF-days, non-embedding tokens non-embedding
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Meta Learning

® Learn To Learn Task

~ B Quikly learn
New Task

lq-l .
ﬁ‘” Al—A

$o

® Sachin Kumar Meta-Learning: Learning to Learn Fast | Lil'Log (lilianweng.github.io)


https://lilianweng.github.io/posts/2018-11-30-meta-learning/

Additional Context for In-Context Learning

e \What inspired this paper?
o Primarily GPT2 — which showed proof of concept of zero-shot inference.
o Scaling Laws — will go into details on October 7
o Meta-Learning: Learning to learn

e What did this paper inspire?
o s scaling required for in-context learning?
o Are models “learning” in-context?
o  Why can models learn in-context?
o Can we teach models to better learn in-context, instruction tuning and more

@ Sachin Kumar



Are models “learning” from in-context examples?

- Classification
60 i No Demos Demos w/ gold labels #% Demos w/ random labels
~55
-3
=50
[
L 45
2
g40
=35 Regular ICL 1 Flipped-Label ICL 1 SUL-ICL
Natural language targets: | Flipped natural language targets: | Semantically-unrelated targets:
30 - {Positive/Negative} sentiment I {Negative/Positive} sentiment l {Foo/Bar}, {Apple/Orange}, {A/B}
25 MetalCL (774M) GPT’J (GB) GPT-3 (1 75B) Contains no wit[...] \n  Negative | Contains no wit[...] \n Positive | Contains no wit[...] \n Foo
Very good viewing [...] \n  Positive Very good viewing [...] \n Negative Very good viewing [...] \n Bar
- Multi-choice A smile on your face \n | A smile on your face \n I A smile on your face \n .
1 |
- D =]
70 No Demos emos w/ gold labels Demos w/ random labels T I e I B
.65 Model I Model I Model
R
So ! ! e )
© 55
=
§ 50
< 45
40 . . .
. J [Wei et al 2022] Larger language models do in-context learning

MetalCL (774M) GPTJ (6B) GPT-3 (175B)

differently

[Min et al 2021] Rethinking the Role of Demonstrations:
What Makes In-Context Learning Work?

& Sachin Kumar



Is scaling required for in-context learning?

It’s Not Just Size That Matters:
Small Language Models Are Also Few-Shot Learners

80
Timo Schick'? and Hinrich Schiitze' @ ®iPET
! Center for Information and Language Processing, LMU Munich, Germany é erel GPT-3

2 Sulzer GmbH, Munich, Germany = 70
timo.schick@sulzer.de E

L 60
- |
=
8

> 50
w

10 10° 10 10° 10°

Parameters (Millions)

Figure 1: Performance on SuperGLUE with 32 train-
ing examples. ALBERT with PET/iPET outperforms
GPT-3 although it is much “greener” in that it has

_ three orders of magnitude fewer parameters.
® Sachin Kumar



Why can models learn in-context?

An Explanation of In-context Learning as Implicit
Bayesian Inference

Aditi Raghunathan
Stanford University
aditir@stanford.edu

Sang Michael Xie
Stanford University
xie@cs.stanford.edu

Tengyu Ma
Stanford University
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Percy Liang
Stanford University
pliang@cs.stanford.edu

In-context Learning and
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Transformers Learn In-Context by Gradient Descent
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FUNCTION VECTORS IN LARGE LANGUAGE MODELS
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‘ In-Context Learning Creates Task Vectors
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Can we teach models to learn in-context

Making Pre-trained Language Models Better Few-shot Learners

Tianyu Gao™* Adam Fisch’* Dangqi Chen’
Princeton University ¥Massachusetts Institute of Technology

e danvan, dennic)Ges joe ineaton.ets FINETUNED LANGUAGE MODELS ARE ZERO-SHOT

fisch@csail.mit.edu LEARNERS
MLM e o * . * . * .
head jble (label:negative) v Jas_on Wei*, Maarten Bosma*, Vmcen.t Y. Zhao*, Kelvin Guu*, Adams Wei Yu,

Label mapping M(Y) Brian Lester, Nan Du, Andrew M. Dai, and Quoc V. Le

[ —— - . Google Research

great (label:positive) J

[CLS] No reason to watch . It was [MASK]]. [SEP] A fun ride . It was great . [SEP] The drama discloses noth

Input {—— Template —— +— D ion for label:positive — Demonstration for labelinegative
(c) Prompt-based fine-tuning with demonstrations (our approach) 5 500 308 SaroseROlETAR
63 o 674 B Few-shot FLAN
3 59.3 59 6 60.0
g 60 547
s
13 494
2 2
5 40
31 0 33 0
20
Task Cluster: Read. Comp Closed-Book QA C Struct to text
# datasets: 4

Figure 9: Adding few-shot exemplars to FLAN is a complementary method for improving the
performance of instruction-tuned models. The orange bars indicate standard deviation among
templates, averaged at the dataset level for each task cluster.

@ Sachin Kumar



In-context Learning Visionary



Teach LLMs to Use Searching Engine

Use searching results as context for LLMs to generate better results
Train LLMs to perform searching using RL

A lot of on-going research on this field...



Scale Up for Better Fundamental Models

Based on scaling law, larger model size and larger dataset size trains a model with
lower loss.

Train larger LLMs on larger dataset

A lot of on-going research on this field...



Benchmarking LLMs of In-context Learning

To help practitioners find more suitable LLMs for their specific need (or to train the
next-generation fondamental LLMs) , we need to evaluate the state-of-the-art
LLMs on different topics involving different kinds of in-context learning tasks

A lot of on-going research on this field...



Construct Specialized Fundamental Few-shot LLMs

Motivation: few-shot learning is important for application tasks with very limited
training data, such as project-specific code comment generation, personalized
handwriting recognition

Limitations: existing LLMs are not trained to be focused on few-shot learning,
resulting in data gap between training and inference for these applications

Insights: fine-tuning fundamental LLMs on few-shot learning dataset to mitigate
this gap

Haven't heard of existing research on this field...



Part Il: Chain of Thought Prompting
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Challenges in LLMs

e Scaling up model size alone has not proved sufficient for achieving high
performance on challenging tasks, such as arithmetic, commonsense, and
symbolic reasoning.

e Large language models still have limitations in their ability to reason and
understand the context of a situation.



Reasoning Problems

Fine-tune GPT-3 on GSM8K (arithmetic)
(Cobbe et al., 2021):

35
30
25
O\O
Q
© 20
o
Q
-y
o
w15
i
i
10
—— 3B model
5 6B model
12B model
175B model
0 500 1000 2000 4000 8000

Training Set Size

#.: Roozbeh Nahavandi



Reasoning Problems

Fine-tune GPT-3 on GSM8K (arithmetic)
(Cobbe et al., 2021):

35

30

N N
o w

Test Solve Rate (%)
—
w

— 3B model

- 6B model
12B model
175B model

500 1000 2000 4000 8000
Training Set Size

#.: Roozbeh Nahavandi

GSMB8K (arithmetic):

Finetuned GPT-3 175B

Prior best

[] PaLLM 540B: standard prompting

B PaLM 540B: chain-of-thought prompting
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Reasoning Problems

Fine-tune GPT-3 on GSM8K (arithmetic) GSMS8K (arithmetic):
(Cobbe et al., 2021):

35 Finetuned GPT-3 175B

Prior best

30 [] PaLLM 540B: standard prompting

B PaLM 540B: chain-of-thought prompting

100
80
60 |
40 33

— 3B model 20 //
- 6B model
12B model 0
175B model

0 Math Word Problems (GSMS8K)

500 1000 2000 4000 8000
Training Set Size

#.: Roozbeh Nahavandi

N
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N
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-
w

Test Solve Rate (%)

18

Solve rate (%)

MNE

| Few-shot standard prompting with even larger
model (PaLM 540B) also does not work well.



Contribution

e This work explores the ability of language models to perform few-shot
prompting for reasoning tasks, given a prompt that consists of triplets:
(input, chain of thought, output)

o Chain-of-thought: a series of intermediate natural language reasoning steps
that lead to the final output (Chain-of-thought prompting)

#.: Roozbeh Nahavandi



Contribution

e This work explores the ability of language models to perform few-shot
prompting for reasoning tasks, given a prompt that consists of triplets:
(input, chain of thought, output)

o Chain-of-thought: a series of intermediate natural language reasoning steps
that lead to the final output (Chain-of-thought prompting)

e This work presents empirical evaluations on arithmetic, commonsense,

and symbolic reasoning benchmarks, showing that chain-of-thought
prompting outperforms standard prompting.

#. - Roozbeh Nahavandi



Contribution

e This work explores the ability of language models to perform few-shot
prompting for reasoning tasks, given a prompt that consists of triplets:
(input, chain of thought, output)

o Chain-of-thought: a series of intermediate natural language reasoning steps
that lead to the final output (Chain-of-thought prompting)

e This work presents empirical evaluations on arithmetic, commonsense,
and symbolic reasoning benchmarks, showing that chain-of-thought
prompting outperforms standard prompting.

| No language models were finetuned in the process of writing this paper.

#.: Roozbeh Nahavandi



Standard Prompting

N
Model Input \

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

\_ >

Chain-of-Thought Prompting

/C Model Input ) \

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

J

Model Output )

A: The answer is 27. x

#.: Roozbeh Nahavandi

Model Output |

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answeris 9.




Properties of CoT

1. Decomposes Complex Problems: CoT allows models to break down multi-step
problems into intermediate steps, improving reasoning for more complex tasks.

#.: Roozbeh Nahavandi



Properties of CoT

1. Decomposes Complex Problems: CoT allows models to break down multi-step
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helping to debug where reasoning errors occur.

3. Broad Applicability: CoT works across diverse tasks like math problems,
commonsense reasoning, and symbolic manipulation.

#. - Roozbeh Nahavandi



Properties of CoT

1. Decomposes Complex Problems: CoT allows models to break down multi-step
problems into intermediate steps, improving reasoning for more complex tasks.

2. Improves Interpretability: CoT offers a clearer view into the model’s thought process,
helping to debug where reasoning errors occur.

3. Broad Applicability: CoT works across diverse tasks like math problems,
commonsense reasoning, and symbolic manipulation.

4. Easy to Implement: CoT can be elicited in large pre-trained models by simply adding
CoT examples in few-shot prompts.

#. - Roozbeh Nahavandi



Arithmetic Reasoning - Experimental Setup

Models:
- GPT-3 (350M, 1.3B, 6.7B, 175B) (Brown et al., 2020)
- LaMDA (422M, 2B, 8B, 68B, 137B) (Thoppilan et al., 2022)
- PalLM (8B, 62B, 540B)
- UL2 20B (Tay et al., 2022)
- Codex (Chen et al., 2021)

Benchmarks:
- GSMS8K (Cobbe et al., 2021)
- SVAMP (Patel et al., 2021)
- ASDiv (Miao et al., 2021)
-  AQuA
- MAWPS (Koncel-Kedziorski et al., 2016)

#.: Roozbeh Nahavandi



Results & Takeaways

- Emergent Ability at Scale: Chain-of-thought prompting
only improves performance for large models (around
100B parameters)
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Results & Takeaways
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Results & Takeaways

- Emergent Ability at Scale: Chain-of-thought prompting
only improves performance for large models (around
100B parameters)

- Significant Gains for Complex Tasks: CoT prompting
leads to substantial performance improvements,
particularly for complex tasks like GSM8K, where
performance more than doubled for the largest models

- State-of-the-Art Results: CoT prompting achieves or
surpasses state-of-the-art performance and compares
favorably to fine-tuned task-specific models, even
without additional training.

#.: Roozbeh Nahavandi
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Ablation Study

Question: Can other prompting methods match the performance gains of
chain-of-thought prompting?
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chain-of-thought prompting?

Three variations of chain-of-thought:
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- Variable compute only
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#.: Roozbeh Nahavandi



Ablation Study

Question: Can other prompting methods match the performance gains of
chain-of-thought prompting?

[] Standard prompting

Three variations of chain-of-thought: Equation only
- Equation only Variable compute only

[l Reasoning after answer

- Variable compute only B Chain-of-thought prompting

- Chain-of-thought after answer

(=2
e}

S
(=)

\}
(@)

GSMSK solve rate (%)

o
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Robustness of Chain-of-Thought

Chain-of-thought for arithmetic reasoning is robust to:
- Annotators

Independently-written chain-of-thought

- Different exemplars
- Different exemplar orders
- Various language models

- Varying number of exemplars

#.: Roozbeh Nahavandi



Robustness of Chain-of-Thought

[] Standard prompting
Chain-of-thought for arithmetic reasoning is robust to: B Chain-of-thought prompting

- Annotators . d%fferent annotator (B)
- different annotator (C)

- intentionally concise style

- exemplars from GSM8K (&)
- exemplars from GSM8K ()
- exemplars from GSM8K (7)

60

- Independently-written chain-of-thought

- Different exemplars

- Different exemplar orders
40

- Various language models

Solve rate (%)

- Varying number of exemplars

MAWPS
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Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

—
The answer is 11.

-
e

- Qnswer is (b).

J

Commonsense Reasoning
 Math Wrd Pl (il choic9)

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

Q: Sammy wanted to go to where the
people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

reas do. So the answer is (b).
e Y

Q: Yes or no: Would a pear sink in
water?

A:

So the
answer is no.

\ o

S ouevesnang

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

A:

So the
answer is no.

\ »

Human: How would you bring me
something that isn’t a fruit?

Plan: 1. find(energy bar) 2.
pick(energy bar) 3. find(user) 4.

Kput(energy bar) 5. done(). P,

Q: Take the last letters of the words
in “Lady Gaga” and concatenate

them.

answer is ya.

\_ Y,

Q: Acoin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

So the answer

\is no. . /




CSQA StrategyQA Date Sports SayCan

100 80 100 100
§ ----- 60 0 o R —— Standard prompting
e S u S 2 —©— Chain of thought
s 40 60 Pri <
o 60 - - = Prior supervised best
) 20 40 - - - Human
0 40 20

8 62540 8 62540 8 62540 8 62540 8 62540
Model scale (# parameters in billions)
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Results

%)

ate

CSQA StrategyQA Date Sports SayCan
80 : 100
i 60 --=-=- 80
- 40 / 60
20 40
0 20
8 62540 8 62540 8 62540 8 62540 8 62540

Model scale (# parameters in billions)

Table 4: Standard prompting versus chain of thought prompting on five commonsense reasoning
benchmarks. Chain of thought prompting is an emergent ability of model scale—it does not positively
impact performance until used with a model of sufficient scale.

CSQA StrategyQA Date Sports SayCan
Model standard CoT standard CoT standard CoT standard CoT standard CoT
UL2 20B 342 514 59.0 53.3 13.5 14.0 57.9 65.3 20.0 41.7
LaMDA 420M 20.1 19.2 46.4 24.9 19 1.6 50.0 49.7 75 7.5
2B 20.2 19.6 52.6 452 8.0 6.8 49.3 57.5 8.3 8.3
8B 19.0 20.3 54.1 46.8 95 54 50.0 52.1 28.3 33.3
68B 37.0 44.1 59.6 62.2 15.5 18.6 552 77.5 35.0 42.5
137B 53.6 57.9 62.4 65.4 21.5 26.8 59.5 85.8 43.3 46.6
GPT 350M 14.7 15.2 20.6 0.9 43 09 33.8 41.6 12.5 0.8
1.3B 12.0 19.2 45.8 35.7 40 14 0.0 26.9 20.8 9.2
6.7B 19.0 24.0 53.6 50.0 89 49 00 44 17.5 35.0
175B 79.5 73.5 65.9 654 43.8 52.1 69.6 82.4 81.7 87.5
Codex - 82.3 77.9 67.1 73.2 49.0 64.8 71.7 98.5 85.8 88.3
PaLM 8B 19.8 24.9 55.6 53.5 12.9 13.1 55.1 75.2 34.2 40.0
62B 65.4 68.1 58.4 63.4 29.8 44.7 72.1 93.6 65.8 70.0
540B 78.1 79.9 68.6 77.8 49.0 65.3 80.5 954 80.8 91.7

#.: Roozbeh Nahavandi
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Symbolic Reasoning

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

—
The answer is 11.

- Qnswer is (b).

Mt ors rvims mutichos

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

-
e

P,

Q: Sammy wanted to go to where the
people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

So the answer is (b).

e i

Q: Yes or no: Would a pear sink in

water?

A:

answer is no.

\— i

S osetndeang )

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

.

So the answer is 05/23/1943.

—

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

A:

So the
answer is no.

\— o

Human: How would you bring me
something that isn’t a fruit?

Plan: 1. find(energy br) 2.
pick(energy bar) 3. find(user) 4.

@t(energy bar) 5. done().

: Take the last letters of the words
in “Lady Gaga” and concatenate
them.

(Q_—\

answer is ya.

\—

Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

So the answer

_J




—— Standard prompting
R e S u I t S —6— Chain-of-thought prompting

Letter Concat: 2 Letter Concat: 4

(in domain) (OOD)
100
75
3
S50
2
=25
Coin Flip: 2 Coin Flip: 4
(in domain) (OOD)
100
g
280
s
260
o
wn
40

8 62 540 8 62 540
Model scale (# parameters in billions)
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Results

Table 5: Standard prompting versus chain of thought prompting enables length generalization to
longer inference examples on two symbolic manipulation tasks.
Last Letter Concatenation Coin Flip (state tracking)
2 OOD: 3 OOD: 4 2 OOD: 3 OO0D: 4
Model standard CoT standard CoT standard CoT standard CoT standard CoT standard CoT
UL2 20B 0.6 18.8 0.0 02 00 0.0 704 67.1 51.6522 48.750.4
LaMDA 420M 0.3 1.6 0.0 0.0 00 0.0 529 49.6 50.050.5 49549.1
2B 23 6.0 0.0 0.0 0.0 0.0 549 553 474487 49.850.2
8B 1.511.5 0.0 0.0 0.0 0.0 529 555 482496 51.250.6
68B 4.4 52.0 0.0 0.8 00 25 562 832 50469.1 50.959.6
137B 58715 0.0 344 00135 49.0 99.6 50.791.0 49.174.5
PaLM 8B 2.6 18.8 0.0 0.0 00 0.2 60.0 744 473571 509518
62B 6.8 85.0 0.0 59.6 00134 914 968 43.991.0 383724
540B 7.6 99.4 0.294.8 0.063.0 98.1100.0 49.398.6 54.890.2

#.: Roozbeh Nahavandi

—— Standard prompting
—6— Chain-of-thought prompting

Letter Concat: 2 Letter Concat: 4

(in domain) (O0D)
100
S5
2
&850
2
=25
n ol——
Coin Flip: 2 Coin Flip: 4
(in domain) (O0D)
100
g
280
s
2 60
Q
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40
8 62 540 8 62 540

Model scale (# parameters in billions)



CoT Reviewer

/2: Patrick Da Silva



Summary

Observation

Model parameter scaling is not providing enough improvement on various reasoning
tasks.

Contribution
Combine few-shot prompting with reasoning chains to unlock reasoning capabilities in
LLMs without task-specific fine tuning.

A2 Patrick Da Silva



Strengths/\Weaknesses

Originality

o

Builds on and integrates well with well known concepts
(] reasoning chains
[ ICL via few-shot prompting
Examines the combination of the two
] Finds CoT performative given sufficient model scale (>100 Billion
from this era)

The novelty of this work comes from an effect seen from using models >100
Billion parameters. Many researchers at the time did not have access to these
resources

Clarity

Robust Appendix with full prompts and
reproducibility tips

Quality

o

Analyzes 3 types of reasoning
[ arithmetic, commonsense, symbolic
Uses eval sets of varying difficulty
[ E.g. GSM8k (harder) vs SingleOp from MWPS (easier)

Mentions hard evaluations such as MATH but show no results
n No justification for why they did not include it
] Is the task too hard for the base model even with CoT?
[ Should be included to help shape future research / benchmark
current progress

/°: Patrick Da Silva

Significance

Unveils potential for widespread use of performant non
fine-tuned models



Question

Background:
In this paper, few-shot CoT performance is seen as an emergent property of models of a certain size.

As of 2024 instruction tuning and other advancements have resulted in 7-9B parameter models being
capable of complex reasoning. While these models are likely to have been fine-tuned on reasoning
chains, they still show a great ability to learn a task and respond correctly.

Llama-3.1-8B-Instruct GSM8k @ 8 shots is >80% vs SotA in CoT paper ~60% w/ 500B.

Question:

Could the authors incorporate another metric such as “instruction following capability
as an additional quantification of a model’s ability to perform few-shot CoT?

(This could establish a method for smaller models to see the same benefit, rather than
solely relying on scale)

/°: Patrick Da Silva



Limitations

1. Few-shot examples uses many context tokens

a. Back then context windows were smaller e.g. GPT-3 @ 2048 tokens
b.  This leaves less space for other information such as system prompt, user prompt, etc.
C.

Including this many tokens during inference time also greatly impedes latency.
i.  Fine-tuning can be expensive/prohibitive for certain tasks, but may still be the optimal solution for certain
applications where inference latency matters (not mentioned in the paper).
2. Fails to improve certain tasks (e.g. CSQA)
a. CSQA performance with CoT is nearly identical to standard prompting
b.  There is no explanation why it fails at this task while succeeding at other tasks

CSQA StrategyQA
- 90 -

Date Sports SayCan

—
o
o

80 |

~ 100 100 |

£ 80 60 g0 [ 7===r 80 —e— Standard prompting
% 60 m! 601 —— C}Tam of tho.ught

0 60 - = = Prior supervised best
g o 20 40 = == Human

Do
o

| 50 1 L 0 1 L L 1 L 20 Il
8 62540 8 62540 8 62540 8 62540 8 62540
Model scale (# parameters in billions)

40

3. Chains of thought do not necessitate correct reasoning paths

a. More follow-up work on answer alignment with reasoning trace (answer differs from logical conclusion of
reasoning)

A2 Patrick Da Silva



COT Archaeologist



Prior Work

- How can we get transformers to produce reasoning?
- How to get insight into how they decide answers?



Explaining Predictions - WT5

- Explain reasoning behind sentiment

-
"explain sentiment: I went to see this
movie with my husband, and we both

thought the acting was terrible!"

"negative explanation:
the acting was terrible."

7

"sentiment: Despite what others say,
I thought this movie was funny." 5
"explain nli premise: Cardinals

lost last night. hypothesis: The
Saint Louis Cardinals always win."

"positive”

"contradiction
explanation: you can't
lose if you always win."

WT57?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546


https://arxiv.org/abs/2004.14546

Explaining Predictions - WT5

- Fine-tuned TS5 model that can produce explanation alongside sentiment
- T5: Text-to-text transformer
- Task-completing/problem-solving

[“translate English to German: That is good."

"Das ist gut."

"cola sentence: The
course is jumping well."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."

WT57?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546


https://arxiv.org/abs/2004.14546

Explaining Predictions - WT5
- Train data uses mixed labels to create “semi-supervised” environment

- Prepending “explain” word to the start of the input sequence prompts model to
append reasoning after its result

-
"explain sentiment: I went to see this
movie with my husband, and we both "negative explanation:
g thought the acting was terrible!" the acting was terrible."
"sentiment: Despite what others say, "positive”
I thought this movie was funny." 5
"contradiction
"explain nli premise: Cardinals explanation: you can't
lost last night. hypothesis: The lose if you always win."
Saint Louis Cardinals always win."

WT57?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546



https://arxiv.org/abs/2004.14546

Explaining Predictions - WT5

- “Non-cherry picked solutions”

e-SNLI Premise: A person in a blue shirt and tan shorts getting ready to roll a bowling ball down the alley.
Hypothesis: A person is napping on the couch.
Predicted label: contradiction
Explanation: A person cannot be napping and getting ready to roll a bowling ball at the same time.

CoS-E Question: What can you use to store a book while traveling?
Choices: library of congress, pocket, backpack, suitcase, synagogue
Predicted answer: backpack
Explanation: books are often found in backpacks

Movie Reviews Review: sylvester stallone has made some crap films in his lifetime , but this has got to be
one of the worst . a totally dull story that thinks it can use various explosions to make it interesting
, 7 the specialist ” is about as exciting as an episode of ” dragnet , ” and about as well acted . even some
attempts at film noir mood are destroyed by a sappy script , stupid and unlikable characters ,
and just plain nothingness ...
Predicted label: negative

MultiRC Passage: Imagine you are standing in a farm field in central Illinois . The land is so flat you
can see for miles and miles . On a clear day , you might see a grain silo 20 miles away . You
might think to yourself , it sure is flat around here ...

Query: In what part of Illinois might you be able to see a grain silo that is 20 miles away ?
Candidate answer: Northern Illinois
Predicted label: False

WT57?! Training Text-to-Text Models to Explain their Predictions - https://arxiv.org/abs/2004.14546


https://arxiv.org/abs/2004.14546

Sanity Check

- Do transformers actually benefit from chain-of-thought?
- Determine how much transformers actually use sequential information in
responses



Rationalization - AddText

- Insert distractor information into input text
- Observe if model output reflects correct or distractor information.

Dataset Query — Attack Full Attacked Input Label
Query: Jennifer Lopez was married.
FEVER Jennifer Lopez was married. . Comext': Jennifer L:ynn Ijopcz (born July 24 , 1969), also. known Sl
— Jason Bourne was unmarried. as JLo, is an American singer . .. She subsequently married
longtime friend Marc Anthony . .. Jason Bourne was unmarried.
Query: Where did Super Bowl 50 take place?
Where did Super Bowl 50 take place? Context: Super Bowl 50 was an American football game to g ’
SQUAD ., e Ciamp Bowl 40 took place ity Chilcago:  detémmine the chawipion., . was played oii Bebiriiary 7, 2016, Le¥L s tadium
at Levi’s Stadium . . . The Champ Bowl 40 took place in Chicago.
Bisai N/A This beer poured a very appealing copper reddish color—it Peiitive

— The tea looks horrible.

was very clear with an average head . .. The tea looks horrible.

Can Rationalization Improve Robustness? - https://arxiv.org/pdf/2204.11790


https://arxiv.org/pdf/2204.11790

Strong dip in performance

FEVER MultiRC SQuAD Beer Hotel
Ori Att A|l Ori Att A|l Ori At A|l Ori Att Al Ori Att A
Majority 50.7 - - 54.8 - - - - - 68.9 - - 50.0 - -
FC 90.7 779 128 70.7 63.0 7.7 872 59.1 28.1 938 59.5 343 995 79.3 20.2
VIB 87.8 826 52 654 636 18 77.1 565 206 938 88.0 58 940 593 348
SPECTRA 840 765 76 638 633 05 655 455 200 954 89.7 5.7 945 513 432
FC-sup 019 Tii1 148 71,5 &40 75 810 313 2917 - - - - - -
VIB-sup 90.2 814 88 68.7 637 5.0 865 565 30.0 - - - - - -
FEVER MultiRC SQuUAD Beer Hotel
%0 100
20 70 80 90
85 T 70 80

80

Orig Rand Wiki

Adv

65

Orig Rand Wiki Adv

et FC-—p==\/]B

60
50

Orig Rand Wiki Adv

80

70
Orig Rand Wiki

Adv

SPECTRA —e— FC-sup —e— VIB-sup

60

Orig Rand Wiki

Adv



Math and Arithmetic

-  MATH Dataset
- 12,500 arithmetic problems with steps

- GSM8K (Grade-school math 8.5K) ) )
8,500 arithmetic problems that take 2-8 o %
steps to complete

- Training Verifiers helps solve math word
problems

- Fine-tuning compared to novel verification

- Verification: sample high temperature /
solutions, scoring, and outputting highest * b 1 —
score g p g g . // —— 6B Veriﬁcatiogn —— 175B Verificatiogn

500 1000 2000 4000 8000 o 500 1000 2000 4000 8000
Training Set Size Training Set Size

Test Solve Rate (%)
&
Test Solve Rate (%)
w
o

Work not directly related to COT, but
datasets were important to COT paper

Measuring Mathematical Problem Solving With the MATH Dataset - https://arxiv.org/abs/2103.03874
Training Verifiers to Solve Math Word Problems - https://arxiv.org/abs/2110.14168


https://arxiv.org/abs/2103.03874
https://arxiv.org/abs/2110.14168

Visionary, "

Abraham Owodunni



Future Directions

- Chain of Actions: Turning LLMs into multi-agent systems via prompting:

- Proprietary models now have access to online tools that can make them act
like multiagent systems.

- Q: How do we good design action steps for a model via prompting?



Future Directions

- Chain of Actions: Turning LLMs into multi-agent systems via prompting:

- Proprietary models now have access to online tools that can make them act
like multiagent systems.

- Q: How do we good design action steps for a model via prompting?

- What was the price of Nvidia’s stock at 9:15am on 5th of June 20077

Actions:
Make a request to an API
Pull some data to a CSV
Write code to analyse the “Price” column
Return result



Future Directions

- Evaluation in the Era of reasoning models



Future Directions

- Evaluation in the Era of reasoning models

- New wave of reasoning model series: OpenAl Strawberry ‘

Turn1 Turn 2 Turn3
Input
Input
Input
Reasoning
Output
Rea: g
Output
Reasoning
Output
Context window ¢
128ktokens O
Truncated
output

Multi-step conversation using

“reasoning tokens”



Future Directions

- Evaluation in the Era of reasoning models

- New wave of reasoning model series: OpenAl Strawberry

- How do we rank the reasoning abilities of these models?



Future Directions

- Evaluation in the Era of reasoning models

- How do we rank the reasoning abilities of these models?

- Reasoning Metric?



Future Directions

- Evaluation in the Era of reasoning models

‘\4

- Reasoning Metric?
- ldea: A benchmark dataset with reasoning steps.

- Evaluation: Humans and LLM as a Judge.



Future Directions

- Evaluation in the Era of reasoning models
- Why is this important? A model with better reasoning capacity might perform
better. Relying on a model getting the final answer is not a great metric for

reasoning rank.
QUESTION: A local gas station is selling gas for $3.00 a gallon. An app company is offering $.20 cashback per
gallon if you fill up at this station. If someone buys 10 gallons of gas, how much with their gas be, after the
cashback rewards?

MODEL ANSWER (CORRECT BUT IMPERFECT EQUATION): The gas is originally 3 dollars per gallon. If
you buy 10 gallons, that is 3 x 10 = 30 dollars. If you get 20 cents off per gallon, that is 20 x 10 = 2 dollars. So

the total 1s 30 - 2 = 28 dollars. The answer 1s 28 dollars.



Future Directions

Evaluation in the Era of reasoning models
- Why is this important? A model with better reasoning capacity might perform
better. Relying on a model getting the final answer is not a great metric for
reasoning rank.

QUESTION: Grandma Jones baked 5 apple pies for the fireman’s luncheon. She cut each pie into 8 pieces and
set the five pies out on the buffet table for the guests to serve themselves. At the end of the evening, after the
guests had taken and eaten their pieces of pie, there were 14 pieces of pie remaining. How many pieces were
taken by the guests?

MODEL ANSWER (CORRECT BUT INVERTED SEMANTICS): 5 pies were baked and cut into 8 pieces each.
The 5 pies were then served to the guests. 8 x 5 =40 pieces of pie. The guests ate 14 pieces of pie. 40 - 14 =26
pieces of pie were left. The answer is 26. v/



Future Directions

- Position paper with some experiments: Can LLMS actually reason?
- What is reasoning?
- CoT paper likens reasoning to that of humans: “Consider one’s own thought process when
solving a complicated reasoning task ...”



Future Directions

- Position paper with some experiments: Can LLMS actually reason?
- What is reasoning?

- CoT paper likens reasoning to that of humans: “Consider one’s own thought process when
solving a complicated reasoning task ...”

- But swapping prompt positions lead to low performance, is that really dependent

reasoning?

Q: Take the last letters of the words in “Lady Q: Take the last letters of the words in “Lady
Gaga” and concatenate them. Gaga” and concatenate them.

The last letter of “Lady” is “y”. The last letter A: The answer is ya.

of “Gaga” is “a”. Concatenating them is “ya”. The last letter of “Lady” is “y”. The last letter
A. So the answer is ya. of “Gaga” is “a”. Concatenating them is “ya”.

\ ) " /
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ChatGPT

Waste a whole bunch of reasoning
tokens and then say something short.

@ (Thought for 9 seconds v
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something shorter.




Future Directions

- LLM Reasoning: prompt, compute or size?

- But recent works have promoted improving reasoning via test time compute.

Yohei Waste a lot more tokens and say something shorter.

i don’t think this is how you use o1

®  Thought for 16 seconds ~

Piecing together the request
I'm pulling together the task of managing tokens by examining whether specific OpenAl policies
apply. The user requests to "waste" a significant amount of tokens, which raises potential GPT-
3.5 or GPT-4 behavior implications.

ChatGPT

Evaluating ethical considerations
- The assistant must avoid creating excessive irrelevant content to consume tokens, ensuring the
Waste a whole bunch of reasoning

final answer remains concise.
tokens and then say something short. P
The assistant adheres to policies preventing revealing the chain-of-thought or reasoning. It
ensures concise answers addressing the user's request without extra commentary or thought-
progression details.

L ht fi N
Thought for 9 seconds v _ Clarifying token usage
The request to waste tokens is revisited. The assistant must prioritize policy adherence,

ensuring responses are relevant and concise, without generating disallowed content or meta-
commentary.

Balancing policy and instruction

Waste a lot more tokens and say Here's how policy takes precedence over user instructions, ensuring clarity and relevance in
responses.

something shorter.

Evaluating response options
Considering different responses and aiming for a concise, helpful reply. Time to select the most
efficient option.

Setting response parameters

OK, let me see. Given the need to conserve tokens and ensure relevance, the assistant should
choose brief, purposeful words, like “Yes" or “Ok."

Balancing adherence and constraints

The task emphasizes aligning with both user instructions and guidelines. Even with irrelevance
from the user, the assistant must gently clarify the policy's limitations irrespectively.

Clarifying requests and providing concise, helpful responses.openg user inquiries and

addressing their needs.

Ok.




Future Directions
- LLM Reasoning: prompt, compute or size? a

Also, the paper (CoT) discovered that just scaling the model resulting into better reasoning.
- So which on do we go with?

ability of model scale (Wei et al., 2022b). That is, chain-of-thought prompting does not positively
impact performance for small models, and only yields performance gains when used with models of
~100B parameters. We qualitatively found that models of smaller scale produced flu
chains of thought, Teading to lower performance than standard prompting.

ent but illogical



Future Directions

- Role of CoT for Cross-lingual generation

- What is will be the reasoning steps for cross-lingual generation?
- Chain of Translations (CoT)?



Thank You!



