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Goal for Today

Part I: In what ways can NLP systems cause harm. 

Part II: A popular method for reducing harms today is refusals, are models 
adversarially robust to refusing harmful requests



Part I
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Background & Motivation

● The rapid advancement of language models (LMs) has brought significant 
applications but also potential risks.

● The goal of this paper is to systematically classify and address the ethical and 
societal risks posed by LMs

● The interdisciplinary nature of the risk analysis, combining insights from 
computer science, linguistics, and social science



Objectives of the Study

● Identify and categorize the various risks associated with the use of large 
language models

● Provide a structured framework that helps researchers and developers 
understand and mitigate these risks

● Encourage responsible development and deployment of LMs



Overview of the Risk Taxonomy

● 6 major risk categories, covering 21 specific risks

● Horizon-scanning workshops and thorough literature reviews



● LMs can perpetuate and amplify bias present in the training data
○ Localised social hierarchies, demeaning stereotypes
○ GPT-3 analogize “Muslim” to “terrorist” in 23% of test cases
○ Worse performance for African-American Vernacular English (AAVE) compared to Standard 

American English
○ Tokenizations works best for English language rather than other languages

● Explainability and interpretability research is needed as groundwork to 
measure LM fairness

● Mitigation
○ Filtering out toxic statements from training corpora (initial training, fine-tuning, filtering LM 

outputs, decoding techniques or prompt design)
○ Increase representation of marginalised groups, update LMs/online learning
○ Annotate large-scale datasets for more language (Javanese: > 80 million people are using)

Risk Area 1 - Discrimination, Hate Speech, Exclusion



● Potential for LMs to leak sensitive or private data
○ GPT-2 was observed to provide phone numbers and email addresses without any malicious 

prompting
○ The model “remembering” private details from training data

● Correctly inferring sensitive information
○ Infer unobservable characteristics, such as sexual orientation from a portrait
○ Even if the inference result is wrong, it can still cause discrimination and harm

● Mitigation
○ Implement techniques like differential privacy in training LMs
○ Restrict access to sensitive data and monitor output generation for data leakage
○ Importance of responsible data governance

Risk Area 2 - Information Hazards



Risk Area 3 - Misinformation Harms

● LMs can generate misleading or false information
○ P(w_n | w_1, w_2, …, w_k-1) → ‘likely’ != ‘correct’
○ ‘pattern’ != ‘fact’ → ‘Pigs can fly’
○ Outdated, fake, incorrect

● In high-stakes fields like medicine or law, incorrect information can cause real 
harm

○ Transportation rules
○ Chatbot: ‘I think you should suicide’ 😱

● Mitigation
○ Scaling-up only may not be sufficient; new training paradigm/additional modules



● LMs could be exploited for generating deceptive or harmful content, such as 
fake news or phishing scams

○ Shape public opinion on a particular topic, artificially inflate stock prices, 
○ Assisting code generation for cyber security threats
○ Fake audio / multi-round email scam

● Mitigation
○ Access control & Usage monitoring
○ Detect & watermarking LM-generated text

Risk Area 4 - Malicious Uses



Risk Area 5 - Human-Computer Interaction Harms

● Identity of the conversational agent can reinforce discriminatory stereotypes 
○ Gendering conversational agents as females
○ Names: ‘Alexa’ - female; ‘Antonio’ - Hispanic; …

● Mitigation
○ More inclusive product design (non-gendered voices/diverse voices)

● Over-trust or misinterpret LMs as “intelligent” or sentient
○ The more human-like a system appears, the more likely it is that users attribute more human 

traits and capabilities to that system
○ Lead people to share intimate details more openly



Risk Area 6 - Environmental & Socioeconomic Harms

● Huge energy cost / environmental effect
○ CO2 emissions from training Gopher: 380 net tCO2 (comparable to ~300 passenger round 

trips from London to New York). Training GPT-3 were estimated at 552 net tCO2
● Mitigations

○ Segmenting LMs into less large LMs that retrieve information from a distinct data corpus
○ Efficiency gains during training and inference (pruning, distillation, fine-tuning)
○ Jevons’ paradox: more efficient training unlocks more work on LMs → higher energy use
○ Public policies on more effective carbon pricing

● Uneven distribution of risk and benefits of automation, loss of high-quality and 
safe employment

● Undermining creative economies



● Proposed a comprehensive taxonomy to structure the landscape of potential 
ethical and social risks of LMs

● More expertise and perspectives will be required to continue to build out this 
taxonomy of potential risks from LMs

● Next steps: engage further perspectives, innovate on analysis and evaluation 
methods, build mitigation tools, working toward the responsible innovation of 
LMs

Conclusion



Scientific Reviewer

Zephyr Jiang
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Strengths

Helps on researcher and practitioner: identify an important but usually ignored 
problem.

Solid contribution on taxonomy: the first comprehensive taxonomy.

Nice writing: reader-centric article structure with bold fonts hierarchy is easy to 
follow and clearly explained each risk category.
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Weakness

Lack of comparison and in-depth discussion on connection among risks.

Failure on comparison and evaluation on the risk of SOTA foundations LLMs.

Missing an overview figure for the proposed taxonomy. 

Possibly incomplete area of risks if there were an undiscovered one, and it’s very 
likely to have one.
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Review

- Novelty 2.0/5
- Correctness 4.5/5
- Clarity 4.5/5
- Significance 4.5/5
- Recommendation: Weak Accept



Zeyi Liao
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Ethics and Safety

Ethics: model’s values (races, gender, jobs, salary etc..)

Safety: 
1. Refuse request with harmful interactions
2. Model works in a controllable and predictable ways

20



1. Rule/symbolic based system
2. LM
3. LLM + align (refusal training)
4. LLM + align + defenses
5. LLM-driven Agent
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The definition of ethics and safety should update along with the evolution.



Open Question:
Isn’t the fact that the ethical values of the model comes from 
human data?

Then possible one way to build an aligned model is ensuring 
that human is aligned with perfect values.
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Visionary
Mona Gandhi



Interesting Conversation with ChatGPT



The Art of Saying No!

By Faeze Brahman, Sachin Kumar et al.



Teaching Diplomacy?

● Question: Should the model know about the racial/gender or other biases in 
the society? Or should they be kept in the dark?

● I believe it would be interesting to teach the model diplomacy like us humans.
○ Risk: There can be some jailbreak to obtain a biased response



Enhancing Interpretability

GPT-o1 has new feature of “thinking” 



Extending this taxonomy to multimodality

Mainly for vision or robotics!

 🔭:  Mona Gandhi

All the risks this paper mentions 

+ 

Elon Musk’s announcement about Humanoid Tesla Bot → Is privacy lost? 
Important to make sure the information is not leaked (or stored to be hacked)

And many more?

An important risk to add is loss in privacy! 



Thank you!



Jailbroken: How Does LLM Safety Training 
Fail?



Stakeholder



Introduction

- LLMs are useful tools but may be 
used in ways that the host does not 
intend.

- User tries to obtain functionality that the 
provider does not like/want (coherency)

- User tries to use it for illegal or morally 
incorrect purposes

- Other unintended purposes
- Not the LLM’s fault, sometimes it is 

difficult for it to know what to 
answer



Jailbreak Attacks

- Jailbreaks are attacks that fall between safety protocols and a model’s 
capabilities

- Prompting an LLM for a response it is able to answer but not covered in its 
safety interventions



Safety Interventions

- Training-time adjustments: align models with predefined values.
- Post-hoc filtering: monitor and flag unsafe outputs.
- Red-teaming: test models with harmful inputs to identify vulnerabilities



Failure Modes

Completing Objectives: Utilizes prefixes to 
prevent refusals

- Prefix Injection
- Refusal Suppression
- Other

Mismatched Generalization: Tries to find 
capabilities not covered in pretraining

- Translation
- Base64
- Cipher
- Leetspeak
- Morse
- etc.



Completing Objectives

Prefix Injection: Add uncommon but “innocuous” 
prefix that is probably not present in the training 
data. Then, model most likely has little to no 
refusal examples in pretraining distribution, so it 
prioritizes answering over refusal.

Refusal Suppression: Use instructions to try and 
ban words or actions that are prevalent in 
refusal pretraining examples. Forces it to either 
produce unsafe responses or ignore 
instructions. 



Mismatched Generalization

- Relies on the model having many more capabilities than what was covered by its safety training. 
- Basically, hope that pretrain data has forgotten to ban certain things.
- Often uses translation or ciphers, any obfuscation that it can understand.
- Base64, Pig Latin, replacing bad words with similar ones, split into substrings, other languages, 

ciphers (morse code, leetspeak, ROT13, etc.).



Evaluation Overview

- Evaluates 30 jailbreak methods mostly based on the failure modes
- Uses GPT4, Claude v1.3, GPT-3.5
- Good bot (refuses), bad bot (does the bad thing), unclear (gets confused, 

unrelated)
- Next, perform top-3 attacks against all 317 prompts (due to cost and manual 

evaluation).
- Processed 2970 samples in curated dataset, 2536 in synthetic. 



Evaluated on these attacks:
Baseline: raw prompt
Simple Attack: single attack 
technique
Combination Attacks: multiple 
techniques
Model-assisted attacks: use 
LLMs to help jailbreak
Jailbreakchat.com: 4 top most 
popular jailbreaks
Adversarial System Prompt: tell 
the model “you are evil”?
Adaptive Attack: if any attack 
works for that prompt, assume true



Results

Top-3 against larger (synthetic) dataset

- Prefix_injection > prefix_injection_hello (Mwahahaha works, not hello)
- Refusal_suppression > refusal_suppression_inv (Ban words > non-ban 

words)
- At least one jailbreak succeeds almost always.
- Targeted training is not enough, there are other strategies that were very 

effective.
- Larger & newer models can create new vulnerabilities



Safety-Capability Parity

- Observe that nearly all prompts failed at least once. 
- Need to resolve competing objectives by incorporating human values 

beginning in pretraining.
- Safety-capability parity: safety mechanisms should be as sophisticated as the 

underlying model. 



Jailbroken:  Reviewer🔎

Abraham Owodunni

🔎 Abraham Owodunni 42



Summary

The paper investigates model jailbreaking and categorizes the reasons for model failure into two 
modes:

- Competing Objectives: Conflicts between pretraining, instruction-tuning, & safety training.
- Mismatched Generalization: The model's broader pretraining data distribution exceeds the 

coverage of safety training.
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Summary

The paper investigates model jailbreaking and categorizes the reasons for model failure into two 
modes:

- Competing Objectives: Conflicts between pretraining, instruction-tuning, & safety training.
- Mismatched Generalization: The model's broader pretraining data distribution exceeds the 

coverage of safety training.

The paper leverages these failure modes to guide the creation of jailbreak prompts and presents 
an extensive study demonstrating how models can be broken using these formed prompts.
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Strengths

- Introduced a formal concept for categorizing model failures
- Create new jailbreaking dataset.
- Extensive jailbreaking ablation studies.
- Provides a guide for building safer models.

45🔎 Abraham Owodunni



Weaknesses

- The work only evaluates closed models, and their findings may not be generalizable.

-
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Weaknesses

- The work only evaluates closed models, and their findings may not be generalizable.

- They only focus on one language, and since there is no general convention for finding 

jailbreaks, their findings might be limited to English or Latin scripts.

-
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Weaknesses

- The work only evaluates closed models, and their findings may not be generalizable.

- They only focus on one language, and since there is no general convention for finding 

jailbreaks, their findings might be limited to English or Latin scripts.

- The long-term impact of the work is minimal:

- OpenAI may fix the bugs a week after the Arxiv upload.

- Anthropic may be using a prompt filter model, which would mean that the work only 

evaluated the prompt filter.

-
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Weaknesses

- The work only evaluates closed models, and their findings may not be generalizable.

- They only focus on one language, and since there is no general convention for finding 

jailbreaks, their findings might be limited to English or Latin scripts.

- The long-term impact of the work is minimal:

- OpenAI may fix the bugs a week after the Arxiv upload.

- Anthropic may be using a prompt filter model, which would mean that the work only 

evaluated the prompt filter.

- There is no empirical backing to show that the causes of jailbreaks come from the claims in 

the paper.

- For example, if we change the training objective or add Base64 data to the training, will 

that truly solve the problem?
49🔎 Abraham Owodunni



Comments and Questions

Typos:

Page 10, L25: paper is to identify of weaknesses of existing

Question: 

How will you categorize jailbreaks that comes as a result of undertraining?

50🔎 Abraham Owodunni



Rating

Soundness: 4/5 Excellent 

Presentation: 3/5 Good

Contribution: 3/5 Good

Rating: 6/10: Marginally above acceptance threshold

Confidence: 4/5 The reviewer is confident but not absolutely certain that the evaluation is correct

51🔎 Abraham Owodunni

4/5



Jailbroken:  Archeologist

Ram Sai Ganesh
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Jailbroken: How Does LLM 
Safety Training Fail?  
Alexander Wei, Nika Haghtalab, Jacob Steinhardt

 NeurIPS 2023 

Paper: arxiv.org/abs/2307.02483   🏺 Sriram Sai Ganesh 

AU24 CSE 5539 Presentation

https://arxiv.org/abs/2203.15556


🏺 Sriram Sai Ganesh 

Motivations & Background

● On the Opportunities and Risks of 

Foundation Models [link]

● Training a Helpful and Harmless Assistant 

with Reinforcement Learning from Human 

Feedback [link]

● Constitutional AI: Harmlessness from AI 

Feedback [link]

https://arxiv.org/pdf/2108.07258
https://arxiv.org/pdf/2204.05862
https://arxiv.org/pdf/2212.08073


🏺 Sriram Sai Ganesh 

Jailbreaking Aligned Models

● Universal Adversarial Triggers for 

Attacking and Analyzing NLP [link]

● Universal and Transferable 

Adversarial Attacks on Aligned 

Language Models [link]

https://arxiv.org/pdf/1908.07125
https://arxiv.org/pdf/2307.15043


🏺 Sriram Sai Ganesh 

Failure Modes: Competing Objectives

● Red Teaming Language Models with 

Language Models [link]

● GPT-4 Technical Report [link]

https://arxiv.org/pdf/2202.03286
https://arxiv.org/pdf/2303.08774


🏺 Sriram Sai Ganesh 

Failure Modes: Mismatched Generalization

● Exploiting Programmatic Behavior 

of LLMs: Dual-Use Through 

Standard Security Attacks [link]

● You can use GPT-4 to create prompt 
injections against GPT-4 [link]

https://arxiv.org/abs/2302.05733
https://www.lesswrong.com/posts/bNCDexejSZpkuu3yz/you-can-use-gpt-4-to-create-prompt-injections-against-gpt-4
https://www.lesswrong.com/posts/bNCDexejSZpkuu3yz/you-can-use-gpt-4-to-create-prompt-injections-against-gpt-4


Jailbroken:  Visionary

Shantanu Dev
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Other Interesting Works Related to Jailbreaking

- Multi-Agent Frameworks

Source: 
https://arxiv.org/pdf/2403.04783
https://arxiv.org/abs/2406.09187

https://arxiv.org/pdf/2403.04783
https://arxiv.org/abs/2406.09187

