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Welcome!
• Instructor: Sachin Kumar (he/him)
• TA: Harsh Kohli (he/him)

• Time: WF, 2.20 – 3.40 pm
• Location: Jennings Hall 60

• See course website for office hours: 
https://shocheen.github.io/cse-5525-spring-2025/
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First day attendance
• Using Top Hat.

• Go to this link: 
https://app.tophat.com/e/292737
to register if you haven’t already. 
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https://app.tophat.com/e/292737


What background do I need to have?
● Prereq: CSE 3521, 5521, 5522 (AI);  Stat 3460 / 3470; CSE 5523 (Machine Learning) (or 

equivalent)

● Python programming

● ML is not a prerequisite but we very strongly suggest to take the course only if you 
have some ML background

● Prior experience in linguistics or natural languages is helpful, but not required

● There will be a lot of algorithms and coding in this class, some statistics, probabilities, 
linear algebra
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Course structure and grading
Projects based course – no exam

• Three homework assignments (coding based)
• HW1 is already out (more on that later) – 10%
• HW2 – 15%
• HW3 – 20%

• A final project – 45% 

• Class participation and Quizzes – 10% + 6% (bonus)



Deliverables & grading
This is a project-based course – no exams. 

● Homework projects – 45%
○ 3 programming assignments (10 + 15 + 20)
○ “Semi-autograded” – Most of the grades (~70-80%) come from evaluating if the submission passes the hidden test cases. 

Sample test cases will also be provided for students to check their implementations. The rest of the grades would involve 
writeups on algorithm details, performance trends, and other conceptual questions.

○ HW1 is already out and includes all the details.

● Final project – 45% 
○ Open-ended exploration of concepts in the course. Novel work beyond directly implementing 

concepts from lecture and should result in a report that roughly reads like an NLP/ML 
conference paper. 

○ Groups of two or three (individual final projects are not allowed
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Deliverables & grading
This is a project-based course – no exams. 

● Quizzes - 10%
○ Occasionally (will be announced a week before). 
○ 10 minutes at the beginning or end of the class
○ 3 best quizes – 3.33% each.

● Participation in course discussions - 6% bonus
○ A helpful response to HW questions and discussions from your classmates on teams.
○ Contribute “insightful” discussions on teams - 2% extra credit per response, 6% max
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Format and Accessibility
• Lectures will build in time for discussion, in-class exercises, and questions. 

• Format: in-person to encourage discussion, but all materials are available 
asynchronously. If you need special accommodation, please reach out to me 
via email / message on teams.

• For homeworks: OSC. You will receive instructions on how to join OSC today.

• A GPU is not required to complete the homework assignments! Having a GPU, 
GCP credits, or Google Collab access will be helpful for the final project though



Resources
• No required textbook.

• lecture will include suggested readings from book chapters (listed on the website). Will be 
posted on the website before each lecture.

• Some weeks will include occasional research papers from premier conferences in the
field as suggested readings. E.g., ACL, EMNLP, NAACL, ICLR, NeurIPS, ICML, …

• For some weeks, the readings will be announced a week in 
advance – followed by a quiz in class.



Communication Platforms
● Course Materials (lectures, readings, homeworks) will be published on the course 

website

● All announcements and discussions will be on Teams (link on the website). 

● Canvas will be used minimally for submitting assignments / publishing grades (link on 
the website).



Communications with instructors
● You should be able to see yourselves be added to the course team discussion board of 

CSE 5525: SP 25. Please contact the us if you are not.

● The class team will be used to answer questions related to lectures and assignments
○ We really encourage you to ask/discuss higher level questions on the discussion board.
○ We encourage that generic questions should be posted as “Public” so that other classmates 

would also got benefited from it. 
○ Please do not post detail about your solutions (detail ideas, codes, etc.) on public threads. 

Private discussion should be used for these posts.

● For grading issues, please email me or Harsh directly.
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Class participation
● In-person instruction!
● Lectures and homework assignments complement each other
● Lecture materials are broader
● Homework assignments will go deeper into important topics
● Try to attend the lectures
● But if you miss a lecture – you can read assigned book chapters, read slides
● Participate in class discussions on teams, 6% bonus is an incentive

○ But don’t just provide code solutions to questions on homework projects– those are for 
individual work!

○ Provide insights, theoretical background, references to readings 
● Your questions are always welcome!
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ChatGPT, Copilot, and other AI assistants
● Quizzes: Tophat

● Homework assignments
○ You can “consult” with ChatGPT like you’d do with another student in the class  
○ You cannot feed HW questions and paste solutions
○ We’ll run automated plagiarism checks
○ In the assignments you’ll be asked to clarify whether/how you used generative AI
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https://gizmodo.com/chatgpt-answers-wrong-
programming-openai-52-study-1851499417

https://gizmodo.com/chatgpt-answers-wrong-programming-openai-52-study-1851499417
https://gizmodo.com/chatgpt-answers-wrong-programming-openai-52-study-1851499417


Questions so far?



Natural Language Processing - CSE 517 / CSE 447

What is NLP?

• Fundamental goal: computationally solving problems that require deep understanding of language
• Not just string processing or keyword matching

• End systems that we want to build:
• Simple: spelling correction, text categorization…
• Complex: speech recognition, machine translation, information extraction, sentiment analysis, question answering…
• Unknown: human-level comprehension (is this just NLP?)
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Lecture 1: Course Introduction



Goal of NLP: Communication with machines
● ~1950s-1970s
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Communication with machines
● ~1980s
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NLP: Communication with machines
● Today
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Natural Language Processing

Two fundamental and related questions asked in the NLP community are:

1. In what ways can computers understand and use natural language?
○ Build computer programs that show language-understanding & language-use behavior 
○ An engineering pursuit that depends heavily on advances in hardware
○ NLP approaches today are based on end-to-end deep learning (a sub-field of machine 

learning) 
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[Text snippets copied from Serrano et al., 2023; page 3] 

https://arxiv.org/abs/2311.17301


Natural Language Processing

Two fundamental and related questions asked in the NLP community are:

1. In what ways can computers understand and use natural language?
2. To what extent can the properties of natural languages be simulated computationally?

○ NLP x {linguistics, cognitive science, psychology}
○ Language is the object of study
○ How language is structured is an unsolved scientific mystery
○ Scientific lens: Experimentally advance the construction of theories about natural language as 

an observable phenomenon 
○ Mathematical lens: Seeking formal proofs; Check Ryan Cotterell’s slides 27-48 here
○ Computational methods play only a supporting role

20
[Text snippets copied from Serrano et al., 2023; page 3] 

https://drive.google.com/file/d/1rRr3BO3Hr3AVfMcHhZVnBgvWVL8UiAdH/view?usp=sharing
https://arxiv.org/abs/2311.17301


Natural Language Processing

Two fundamental and related questions asked in the NLP community are:

1. In what ways can computers understand and use natural language?
2. To what extent can the properties of natural languages be simulated computationally?

NLP is the set of methods for making human language accessible to computers

21
[Eisenstein; pages 1–2] 

https://github.com/jacobeisenstein/gt-nlp-class/blob/master/notes/eisenstein-nlp-notes.pdf


Digression (kind of): What’s AI? Text snippets copied from the blog by Michael 
I. Jordan

The phrase “AI” was coined in the late 1950’s to refer to the heady aspiration of realizing in software 
and hardware an entity possessing human-level intelligence

“AI” was meant to focus on the “high-level” or “cognitive” capability of humans to “reason” and to 
“think”

Last several decades: AI ≈ Machine Learning 

> ML is an algorithmic field that blends ideas from statistics, computer science and many other disciplines … to design 
algorithms that process data, make predictions and help make decisions

This confluence of ideas and technology trends has been rebranded as “AI” over the past few years

> One could simply agree to refer to all of this as “AI,” and indeed that is what appears to have happened. Such labeling may come as a 
surprise to optimization or statistics researchers, who wake up to find themselves suddenly referred to as “AI researchers.”
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● The capacity for language is one of the central features of human intelligence
● Reasoning is essential for basic tasks of language processing

https://medium.com/@mijordan3/artificial-intelligence-the-revolution-hasnt-happened-yet-5e1d5812e1e7
https://medium.com/@mijordan3/artificial-intelligence-the-revolution-hasnt-happened-yet-5e1d5812e1e7


Question answering
● What does “divergent” mean?

● What year was Abraham Lincoln born?

● How many states were in the United States that 
year?

● How much Chinese silk was exported to England 
in the end of the 18th century? 

● What do scientists think about the ethics of 
human cloning? 
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Machine translation
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● unbelievably disappointing 

● Full of zany characters and richly applied satire, and some great plot twists

● this is the greatest screwball comedy ever filmed

● unbelievably disappointing 

● Full of zany characters and richly applied satire, and some great plot twists

● unbelievably disappointing ● unbelievably disappointing 

● Full of zany characters and richly applied satire, and some great plot twists

● this is the greatest screwball comedy ever filmed

● It was pathetic. The worst part about it was the boxing scenes.

Positive or negative movie review?
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Sentiment analysis
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Information extraction
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Sentiment analysis + information extraction
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Information extraction for disaster relief
● Haiti Earthquake 2010
● About 3 million people were 

affected by the quake
● Classifying SMS messages
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Information extraction for disaster relief
● SMS messages start streaming in
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Information extraction for disaster relief
● Translation
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Information extraction for disaster relief
● Translation + information extraction
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Covid19 misinformation  

https://www.washingtonpost.com/politics/2020/06/18/video-evidence-anti-black-
discrimination-china-over-coronavirus-fears/

Detecting COVID-19-Related Fake News Using Feature Extraction
Suleman Khan, Saqib Hakak, N. Deepa, B. Prabadevi, Kapal Dev and Silvia Trelova

https://www.washingtonpost.com/politics/2020/06/18/video-evidence-anti-black-discrimination-china-over-coronavirus-fears/
https://www.washingtonpost.com/politics/2020/06/18/video-evidence-anti-black-discrimination-china-over-coronavirus-fears/


Hate speech detection
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Language change

Cultural Shift or Linguistic Drift? Comparing Two Computational Measures of Semantic Change
William L. Hamilton, J. Leskovec, Dan Jurafsky
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https://www.semanticscholar.org/paper/Cultural-Shift-or-Linguistic-Drift-Comparing-Two-of-Hamilton-Leskovec/f39cb3680b0810fb794c0b52690cb9e3e0b16ced


Computational social science
● computational social science answering questions about society given observational 

data
● example: "Do police officers speak with Black and White Americans in the same way?" 
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Natural Language Processing - CSE 517 / CSE 447
37

Lecture 1: Course Introduction

History of NLP Research

https://arxiv.org/abs/2310.07715



Where are we now? - before 2022
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Where are we now? - after 2022
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2013 2018 2019 2020 2021 20222014 2015 2016 2017
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State-of-the-art model architecture in NLP 
Enabled many advances of modern NLP



• Large language models (LLMs) are large-
scale neural networks that are pre-trained on 
vast amounts of text data.

• They can potentially perform a wide range of 
language tasks such as recognizing, 
summarizing, translating, predicting, 
classifying, and generating texts.

• LLMs are primarily built with the Transformer 
architecture.

• From several millions to hundreds of billions 
of parameters.

47
Natural Language Processing - CSE 517 / CSE447 Lecture 1: Course Introduction

The New Era of Language Models



Natural Language Processing - CSE 517 / CSE 447

Boom of NLP with LLMs

48
Lecture 1: Course Introduction



Why are LLMs revolutionary?

Enabled seemingly impossible possibilities
○ Generate texts beyond average human writing ability
○ Demonstrate human-like complex reasoning & understanding 

patterns
○ Versatile on many language tasks altogether
○ Unprecedented crossover with society & other fields

○ …
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Natural Language Processing - CSE 517 / CSE 447 Lecture 1: Course Introduction



Natural Language Processing - CSE 517 / CSE 447

Text Generation & Automation

50
Lecture 1: Course Introduction

• Conversation
• Recommendation letter
• Poetry
• Essay
• Translation
• Scientific paper
• News article
• Email
• Murder mystery story
• Shopping list
• …



Natural Language Processing - CSE 517 / CSE 447

Code Generation & Debugging
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Lecture 1: Course Introduction



Natural Language Processing - CSE 517 / CSE 447

LLM-Powered Search Engine
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Natural Language Processing - CSE 517 / CSE 447

LLM-Powered Intelligent Agents
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Natural Language Processing - CSE 517 / CSE 447

LLMs for Scientific Discovery
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Natural Language Processing - CSE 517 / CSE 447

LLMs for Medical Research & Diagnoses

55
Lecture 1: Course Introduction
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LLMs for Law & Legal Usages
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Natural Language Processing - CSE 517 / CSE 447
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Lecture 1: Course Introduction

Vision-
Language 
Applications

—— Google (collage by 
The Verge)



Natural Language Processing - CSE 517 / CSE 447

Vision-Language Applications
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Lecture 1: Course Introduction

“An expressive oil painting of a 
basketball player dunking, depicted as 
an explosion of a nebula.” —— DALL·E 
3

More fictional images!



Natural Language Processing - CSE 517 / CSE 447

Vision-Language Applications

59
Lecture 1: Course Introduction

—— DALL·E 3

Complex fictional scenes that demand a 
profound grasp of the language context.



Natural Language Processing - CSE 517 / CSE 447

Surprising Failure Modes of LLMs
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Lecture 1: Course Introduction

Example by Ernest Davis, 11/30/22

Example by Giuseppe Venuto on Twitter



Natural Language Processing - CSE 517 / CSE 447
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Lecture 1: Course Introduction

Weird Conversations



https://github.com/giuven95/chatgpt-failures

Natural Language Processing - CSE 517 / CSE 447

Hallucination
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Natural Language Processing - CSE 517 / CSE 447

Privacy and Security Risks
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Lecture 1: Course Introduction



Natural Language Processing - CSE 517 / CSE 447
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Lecture 1: Course Introduction

Scientific Claims Fabrication



Natural Language Processing - CSE 517 / CSE 447
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Lecture 1: Course Introduction

Intellectual Property Infringement



Outline
• Elements on a simple NLP system (2 weeks)

• Classification: linear and neural, word representations, neural network basics (2 
weeks)

• Modern NLP Techniques (6 weeks)
• Language modeling, tokenization, transformers, and pre-training (3 weeks)
• Advanced techniques: in context learning, instruction tuning, learning from 

human feedback (3 weeks)

• NLP tasks, applications, and beyond:
• Tasks: Structured prediction, tagging, parsing 
• Applications: Question answering, machine translation, code generation, 

computational social science, responsible NLP (3 weeks)



Course Goals
• Cover fundamental machine learning and deep learning techniques 

used in NLP
• Understand how to look at language data and approach linguistic 

phenomena
• Cover modern NLP problems encountered in the literature: what are 

the active research topics in 2025?
• Make you a “producer” rather than a “consumer” of NLP tools

• The assignments should teach you what you need to know to understand 
nearly any system in the literature (classification layers from Project 1, 
Transformer backbones from Project 2, datasets and what gets learned 
from Project 3)



Linguistic Background

68



What does it mean to “know” a language?

69



What do we need to “tell” a computer program so that it knows 
more English than wc or a dictionary, maybe even as much as a 

three-year-old, for example?
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● Language consists of many levels of structure

● Humans fluently integrate all of these in producing/understanding language

● Ideally, so would a computer!

What does an NLP system need to ‘know’?
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Levels of 
linguistic 
knowledge



Speech, phonetics, phonology
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Orthography
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● Morphological analysis
● Tokenization
● Lemmatization

Words, morphology
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● Part-of-speech tagging

Syntax
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● Part-of-speech tagging
● Syntactic parsing

Syntax
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Semantics
● Named entity recognition
● Word sense disambiguation
● Semantic role labelling
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Discourse
● Reference resolution
● Discourse parsing
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1. Ambiguity
2. Variation
3. Sparsity
4. Expressivity
5. Unmodeled variables
6. Unknown representation R 

Why is language interpretation hard?
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Ambiguity: word sense disambiguation
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● Ambiguity at multiple levels:
○ Word senses: bank (finance or river?)
○ Part of speech: chair (noun or verb?)
○ Syntactic structure: I can see a man with a telescope
○ Multiple: I saw her duck 

Ambiguity
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Dealing with ambiguity
● How can we model ambiguity and choose the correct analysis in context? 

○ non-probabilistic methods (FSMs for morphology, CKY parsers for syntax) return all possible analyses.
○ probabilistic models (HMMs for part-of-speech tagging, PCFGs for syntax) and algorithms (Viterbi, 

probabilistic CKY) return the best possible analysis, i.e., the most probable one according to the model
○ Neural networks, pretrained language models now provide end-to-end solutions

● But the “best” analysis is only good if our probabilities are accurate. Where do they come from?
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Corpora
● A corpus is a collection of text

○ Often annotated in some way
○ Sometimes just lots of text 

● Examples
○ Penn Treebank: 1M words of parsed WSJ
○ Canadian Hansards: 10M+ words of aligned French / English sentences
○ Yelp reviews
○ The Web: billions of words of who knows what

84
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1. Ambiguity
2. Variation
3. Sparsity
4. Expressivity
5. Unmodeled variables
6. Unknown representation R 

Why is language interpretation hard?
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Variation

● ~7K languages
● Thousands of 

language varieties

86

Englishes
Africa is a continent with a very high linguistic diversity: 
there are an estimated 1.5-2K African languages from 6 language 
families. 1.33 billion people



NLP beyond English
● ~7,000 languages 
● thousands of language varieties
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Most of the world today is multilingual 

Source: EthnologueSource: US Census Bureau
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Tokenization
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Tokenization + disambiguation

90



● Quechua

Tokenization + morphological analysis
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● German

Tokenization + morphological analysis

92

Infektionsschutzmaßnahmenverordnung



● Every language sees the world in a different way
○ For example, it could depend on cultural or historical conditions

○ Russian has very few words for colors, Japanese has hundreds
○ Multiword expressions, e.g. happy as a clam, it’s raining cats and dogs or wake up and metaphors, e.g. 

love is a journey are very different across languages

Semantic analysis
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● Non-standard language, emojis, hashtags, names

Linguistic variation
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● Suppose we train a part of speech tagger or a parser on the Wall Street Journal

● What will happen if we try to use this tagger/parser for social media??

Variation
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

Why is language interpretation hard?
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Sparse data due to Zipf’s Law
● To illustrate, let’s look at the frequencies of different words in a large text corpus
● Assume “word” is a string of letters separated by spaces

Sparsity
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Most frequent words in the English Europarl corpus (out of 24m word tokens)

Word Counts
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But also, out of 93,638 distinct words (word types), 36,231 occur only once.
Examples:
● cornflakes, mathematicians, fuzziness, jumbling
● pseudo-rapporteur, lobby-ridden, perfunctorily,
● Lycketoft, UNCITRAL, H-0695
● policyfor, Commissioneris, 145.95, 27a

Word Counts
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Order words by frequency. What is the frequency of nth ranked word?

Plotting word frequencies
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Implications
● Regardless of how large our corpus is, there will be a lot of infrequent (and zero-

frequency!) words
● This means we need to find clever ways to estimate probabilities for things we have 

rarely or never seen

Zipf’s Law
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

Why is language interpretation hard?
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Not only can one form have different meanings (ambiguity) but the same meaning can be 
expressed with different forms:

She gave the book to Tom         vs.        She gave Tom the book

Some kids popped by                vs.        A few children visited

Is that window still open?          vs.        Please close the window

Expressivity
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1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

Why is language interpretation hard?
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Unmodeled variables

“Drink this milk”

107

World knowledge
● I dropped the glass on the floor and it broke
● I dropped the hammer on the glass and it broke



1. Ambiguity
2. Scale
3. Variation
4. Sparsity
5. Expressivity
6. Unmodeled variables

Why is language interpretation hard?
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● Sensitivity to a wide range of phenomena and constraints in human language
● Generality across languages, modalities, genres, styles
● Strong formal guarantees (e.g., convergence, statistical efficiency, consistency)
● High accuracy when judged against expert annotations or test data
● Ethical

Desiderata for NLP models
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● To be successful, a machine learner needs bias/assumptions; for NLP, that might be 
linguistic theory/representations.

● Symbolic, probabilistic, and connectionist ML have all seen NLP as a source of 
inspiring applications.

NLP ≟Machine Learning
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What is nearby NLP?

● Computational Linguistics
○ Using computational methods to learn more about how language works
○ We end up doing this and using it

● Cognitive Science
○ Figuring out how the human brain works
○ Includes the bits that do language
○ Humans: the only working NLP prototype!

● Speech Processing
○ Mapping audio signals to text
○ Traditionally separate from NLP, converging?
○ Two components: acoustic models and language models
○ Language models in the domain of stat NLP
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AI
ML

DL

NLP

DL ∩ NLP

DL ∩ NLP

● Focus on building computer programs 
that show language-understanding & 
language-use behavior

● Cutting-edge stuff is: 
➕ Research-oriented
➕ Focused on well-served languages

Our focus until the spring break

The goal is to understand how ML/DL methods
are used in NLP, so we’ll go over necessarily 
ML/DL basics faster than in the core ML/DL courses 

The first three assignments require: 
● Implementing a logistic regression classifier and a a neural 

classifier with a  bag-of-words unigram featurization
● Implementing a transformer language model
● Finetuning a pretrained transformer model for classification 112



AI
ML

DL

NLP

DL ∩ NLP

DL ∩ NLP

Elements of a simple NLP system (2.5 weeks):
● Logistic regression
● Perceptron
● Stochastic gradient descent
● Binary vs. multiclass classification
● Tokenization 
● Token embeddings
● Neural networks basics
● N-gram language models

A path to modern (large) language models 
(5.5 weeks): 

● neural language modeling
● Statistical and neural machine translation
● Attention, self-attention, transformers
● Pretraining
● Masked language modeling 
● Finetuning
● In-context learning, instruction finetuning, (reinforcement) learning from human feedback
● Applications 113



Homework assignments
● HW 1: Text Classification

○ Implementing Logistic Regression and neural network based classifiers
● HW 2: Language Modeling*

○ Training a transformer-based language model from scratch
● HW 3: Fine-tuning and Prompting Pre-trained Language Models*

○ Fine-tuning pre-trained model
○ Prompting LLMs for reasoning / QA. Will cover different prompting methods like In-context 

learning, CoT, and self-consistency as well as other tricks such as RAG

114*Subject to change based on factors like class performance, compute feasibility, and topics covered during the course.



Late submissions 
● Late policy

○ Each student will be granted 5 late days to use over the duration of the quarter. 
○ You can use a maximum of 3 late days on any one project. 
○ Weekends and holidays are also counted as late days. 
○ Late submissions are automatically considered as using late days. 
○ Using late days will not affect your grade. 
○ However, projects submitted late after all late days have been used will receive no 

credit. Be careful!

● We will not grant any extensions beyond these 
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Quizzes
● Each quiz has ~5 simple multiple-choice questions, autograded 
● Quizzes are on tophat, open during the lecture time 
● Quiz time - 10 minutes in the beginning of the class
● Starting from the 3rd week 
● On Fridays unless we announce otherwise
● Grading on 3 best quizzes, 3.33% each 
● Important: only Tophat window should be open during the quiz. We autograde the quiz 

but then check report from Tophat if you left the window during the quiz (e.g. 
switched to Chrome). We will zero-out all reported quizzes. 
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Final Project
• Group projects (team size = 2 to 3 students)

• 3 students are allowed for projects with a larger proposed scope
• Individual projects are NOT allowed.

• What is the goal of the final project?
• Conduct research on a specific NLP problem and submit a written report. 

Examples of possible projects
• A novel investigation of existing methods to better understand their limitation or capabilities
• Extending, training or fine-tuning an existing model for a new task, application, or domain
• Exploratory projects on providing some insights about a specific modeling approach or a specific NLP

problem/task



Next class
● Text Classification

Questions?
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