
Pretraining III: Scaling, 
Prompting, and Beyond

CSE 5525: Foundations of Speech and Natural Language 
Processing

https://shocheen.github.io/courses/cse-5525-spring-2025



Logistics
• Final Project Proposal: Due next Wednesday. 

• I will hold office hours on Monday (12.30-2pm) at DL 581 in person. 

• Homework 3 will be released early Thursday (Feb 20) morning.
• Topic: prompting/finetuning models for code generation (text-to-SQL)
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• Denoising pretraining objectives
• BERT
• T5
• BART
• UL2
• Causal LM is king we will mostly focus on this going forward, although 

masked LMs have their uses

• Decoding algorithms:
• Search: greedy, beam search
• Sampling: Ancestral sampling, temperature, top-k sampling, top-p sampling.

Last Class Recap: Masked LMs
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• Language models do next word prediction

• At first look, next-word-completion seems like a very simple task

• Why does it make sense to focus on it so much?

Next-word Prediction
Scaling Up



Why Does it Make Sense?
Scaling Up

The woman walked across the street, checking 
for traffic over ___ 



Why Does it Make Sense?
Scaling Up

I went to the ocean to see the fish, turtles, seals, 
and ____



Why Does it Make Sense?
Scaling Up

Overall, the value I got from the two hours 
watching it was the sum total of the popcorn and 

the drink. The movie was _____



Why Does it Make Sense?
Scaling Up

Iroh went into the kitchen to make some tea. 
Standing next to Iroh, Zuko pondered his 

destiny. Zuko left the ____



Why Does it Make Sense?
Scaling Up

I was thinking about the sequence that goes 1, 
1, 2, 3, 5, 8, 13, 21, ______



Why Does it Make Sense?
Scaling Up

Ohio State is located in _____



• The woman walked across the street, checking for traffic over ___ 
[coreference]

• I went to the ocean to see the fish, turtles, seals, and ____ [lexical semantics / 
topics]

• Overall, the value I got from the two hours watching it was the sum total of the 
popcorn and the drink. The movie was _____ [sentiment]

• I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ______ 
[reasoning]

• Ohio State is located in _____ [knowledge]

The learned representations have to account for a lot to succeed in this 
seemingly straightforward task

Why Does it Make Sense?
Scaling Up

Examples from Stanford CS 224N



• Transformer LM released in 2018 by OpenAI

• Decoder with 12 transformer blocks, 117M parameters, 768-
dimensional hidden states, 3072-dimensional feed-forward 
hidden layers; BPE with 40k merges

• Trained on BookCorpus: over 7,000 unique books: long spans 
of contiguous text for learning long-distance dependencies 

• Impressive results when fine-tuned on several NLP tasks:  
Entailment, textual similarity, multiple choice questions

GPT [Radford et al. 2018]
Some History: the GPTs

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf


• GPT-2 scaled the models to 1.5B parameters

• Increasingly convincing generations

• Impressive results on benchmarks

GPT-2 [Radford et al. 2018]
Some History: the GPTs

https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf


• GPT-3 scaled the model size to 175B parameters 

• So far, two ways of interaction with models:

• Sample from the distribution (generation)

• Fine-tune on a specific task

• GPT-3 demonstrated few-shot learning without parameter updates — 
In-context Learning (ICL)

• In-context examples seem to specify the task, allowing the model to 
complete it on a new input

• More on this later on …  

GPT-3 [Brown et al. 2020]
Some History: the GPTs

https://arxiv.org/abs/2005.14165


• Two dimensions of scaling up:
• Data: the number of raw tokens the learner is given
• Parameters: the number of parameters in the model

• All this requires scaling up compute
• Storage (memory, disk space, etc), GPUs, networking

Scaling Up



Data
Scaling Up

https://babylm.github.io/



• How do we get text data at scale?

• Scrape whatever we can get from the web

• Seed webcrawler with initial URLs

• Identify new URLs via outlinks

• Download HTML pages, extract raw text, postprocess text

• Done? Not really …

• The Internet is a mess

• What would you do next?

Data
Scaling Up



• Deduplication 

• Remove junk — what is junk?

• One option: text that is very unlikely according to simple n-gram model

• Remove pages that are not interesting

• One option: few inlinks → not interesting

• Remove non-English data a language classifier

• Remove stuff your model probably is better of without: personally 
identifiable information, adult content, hate speech, copyrighted data, 
NLP benchmarks (why?)

Web Scraping: Filtering Heuristics
Data



• Personally identifiable information
• But what about the phone numbers of public 

companies? 

• Adult content and hate speech
• Very culturally dependent 

• Copyrighted data
• How to identify? Is it fair use?

Web Scraping: Filtering Tradeoffs
Data



Composition: the Pile
Data

[Gao et al. 2020]



Large Raw Text Corpora
Data

[Elazar et al. 2023]

WIMBD Demo

https://wimbd.apps.allenai.org/


• Low-resource languages

• Dialects with fewer speakers (e.g., Maghrezi Arabic)

• Non-written languages (e.g., American Sign Language)

• Language from people not on the web

What is the Web Missing?
Data

All this comes to reinforce biases, which impact the technology available to people



Compute
Scaling Up

The Economist; London Vol. 443, Iss. 9300, (Jun 11, 2022): 17-20.



Compute
Scaling Up

The Economist; London Vol. 443, Iss. 9300, (Jun 11, 2022): 17-20.
https://www.pcmag.com/news/zuckerbergs-meta-is-spending-billions-to-buy-350000-nvidia-h100-gpus



• When we scale up… 
• The model size
• The number of training examples
• The batch size
• The number of model updates (i.e., training longer)

How Does Performance Improve?
Scaling Up Impact



• Empirical test loss has a power law relationship 
with each individual factor

• Transformers scale well, and in a very predictable 
way

Scaling Laws

[Kaplan et al. 2020]



• Larger models require fewer samples to reach the 
same performance

• The optimal model size grows smoothly with the 
loss target and compute budget

Scaling Laws

[Kaplan et al. 2020]



• Scaling laws allow us to predict the loss: 
• Given a compute budget, how should we scale the data and number of 

parameters to get the best model? 

• Scaling laws were identified by Kaplan et al. 2020, and later 
refined by Hoffmann et al. 2022

• The papers also provide exact formulas with coefficients for the 
Transformer architectures they used

Scaling Laws

https://arxiv.org/abs/2001.08361
https://arxiv.org/abs/2203.15556


• Extracting memorized training data

• Personally identifiable 
information 

• Memorized storylines with real 
names (even if turned out to be 
wrong!)

• Poisoning the training data

• LLMs ingest data at scale that 
enables no monitoring

• Stealing models

• Prompt stealing and “jailbreaking”

Security and Privacy Risks



• Legal issues

• Copyright violations, liability 
questions, regulation

• Political issues

• Mis/disinformation, 
monitoring, and censorship

• Economic issues

• LLMs replacing human labor

• Environmental costs

Societal Impact

https://www.wgacontract2023.org/the-campaign/summary-of-the-2023-wga-mba

WGA MBA



• Many open 
questions about 
liability and risk

• Critical for 
companies

• Even more 
critical in some 
domains (e.g., 
medical)

Societal Implications

https://nypost.com/2024/01/20/news/company-disables-ai-after-bot-starts-swearing-at-customer/
https://www.theguardian.com/world/2024/feb/16/air-canada-chatbot-lawsuit

https://nypost.com/2024/01/20/news/company-disables-ai-after-bot-starts-swearing-at-customer/


• We get really expressive representations

• Very impressive generations

• But how useful are these models? 
• Not that useful, yet
• But: we can fine-tune them to be very useful 

• This is often called alignment
• We will get back to this very soon

What Do We Get?
Scaling Up

• I put ____ form down on the table [syntax]
• The woman walked across the street, checking for traffic over ___ shoulder 

[coreference]
• I went to the ocean to see the fish, turtles, seals, and ____ [lexical semantics / 

topics]
• Overall, the value I got from the two hours watching it was the sum total of the 

popcorn and the drink. The movie was _____ [sentiment]
• I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ______ 

[reasoning]
• Cornell Tech is located in _____, New York [knowledge]

The learned representations have to account for a lot to succeed in this 
seemingly straightforward task



Working with LLMs

⦁ A simple way to turn LLMs into task-specific models is through fine-tuning

⦁ Identical to what we saw with BERT and others: fine-tune with annotated data

⦁ You benefit from the rich representations of the LLM

⦁ LLMs offer a completely new mode of operation that does not require any change to their 
parameters: prompting

⦁ With or without annotated examples: zero-shot or in-context learning (few-shot)

⦁ With or without intermediate reasoning steps: chain-of-thought prompting



Zero-shot Prompting

⦁ Input: single unlabeled example x

⦁ Output: the label y

⦁ The task (and output) can be any 
text-to-text task: classification, 
summarization, translation

⦁ Pre-processing: wrap x with a 
template using a verbalizer v(x)

⦁ The template controls the output

x: the movie’s acting could’ve been 
better, but the visuals and directing 
were top-notch.

v(x): Review: the movie’s acting 
could’ve been better, but the visuals 
and directing were top-notch.
Out of positive, negative, or neutral 
this review is

LLM

neutral



Zero-shot Prompting

⦁ We generate from the model to get the output

⦁ What if the model output does not fit the intended format, even 
if it is semantically correct?

⦁ “… how many stars on a scale of four? 4” vs.  “… how 
many stars on a scale of four? four stars”

⦁ Or maybe not even semantically correct, but just irrelevant?

Constrained Output



Zero-shot Prompting

⦁ We generate from the model to get the output

⦁ What if the model output does not fit the intended format, even 
if it is semantically correct?

⦁ “… how many stars on a scale of four? 4” vs.  “… how 
many stars on a scale of four? four stars”

⦁ Generate with constraints:

⦁ Compare the probabilities of all possible outputs according to 
your format

⦁

Constrained Output



Zero-shot Prompting

⦁ Generate with constraints:

⦁ Compare the probabilities of all possible outputs according to 
your format

⦁ If the label is a single token, just compare next token 
probabilities over labels

⦁ Otherwise?

Constrained Output



Zero-shot Prompting

⦁ Prompting simplifies some aspects of adapting LLMs for tasks

⦁ No need to do expensive parameter estimate

⦁ You need much less data: no training data with zero-shot 
prompting

⦁ However: many sources of unexpected variability 

⦁ There are many way to write a prompt for the same task

⦁ Can we expect all of them to simply function the same?

Sensitivity and Variability



Zero-shot Prompting

⦁ Prompts create a natural 
language input

⦁ So the model ability to 
reason about that language 
influences task 
performance

⦁ How “natural” it is?

⦁ How does it “align” with 
the training data? 

Sensitivity and Variability

[Gonen et al. 2022]

News 
Classification



Zero-shot Prompting

⦁ Minor changes that 
should have no 
impact, can have 
dramatic effect

⦁ For example: asking 
for answer in 
quotations

Sensitivity and Variability

[Gonen et al. 2022]



Zero-shot Prompting

⦁ Prompts can even be sensitive to minor cosmetic changes

⦁ Can influence performance in unexpected ways

⦁ Can think of them as (very complex) hyper-parameters

Sensitivity and Variability

[Sc
l  

https://arxiv.org/abs/2310.11324



Zero-shot Prompting

⦁ Given a closed set of answers, 
humans can explicitly restrict their 
choice

⦁ Even if you constrain a model, the 
entire vocabulary is competing

⦁ A very similar answer might get suck 
probability from the right one, but still 
be considered wrong 

Surface Form Competition

[Holtzman et al. 2021]

https://arxiv.org/abs/2104.08315


Zero-shot Prompting

⦁ Just like hyper-parameters, can think of optimizing prompts

⦁ There are methods for searching over prompts (either using 
gradients or black-box optimization)

⦁ Most do not lead to dramatically better results compared to 
manual engineering/hill-climbing (and are computationally 
intensive)

⦁ Most important: the choice of prompt is very important for zero-
shot settings

Prompt Optimization



In-context Learning (ICL)

⦁ LLMs have the ability to “learn” to complete tasks through training 
in the prompt

⦁ The recipe is simple:

⦁ Take a small number of annotated training example 

⦁ Convert them using verbalizer templates

⦁ Concatenate them and follow with the target input 

⦁ The completion will be the label of the input



In-context Learning (ICL)

⦁ LLMs have the ability to “learn” 
to complete tasks through 
training in the prompt

⦁ The recipe is simple:

⦁ Take a small number of 
annotated training example 

⦁ Convert them using verbalizer 
templates

⦁ Concatenate them and follow 
with the target input 

⦁ The completion will be the 
label of the input

the movie’s acting could’ve been 
better, but the visuals and directing 
were top-notch.

Review: The cinematography was stellar; great 
movie! Sentiment (positive or negative): positive
Review: The plot was boring and the visuals were 
subpar.
Sentiment (positive or negative): negative
Review: The movie’s acting could’ve been better, but 
the visuals and directing were top-notch.
Sentiment (positive or negative):

LLM

positive



In-context Learning (ICL)

⦁ Providing ICL examples almost always leads to significant 
improvements

Performance

[Brown et al. 2020]

https://arxiv.org/abs/2005.14165


In-context Learning (ICL)

⦁ Providing ICL examples almost always leads to significant 
improvements

⦁ Benefits tend to diminish with more examples

Performance

[Liang et al. 2022]

https://arxiv.org/abs/2211.09110


In-context Learning

⦁ Model scale is 
important

⦁ More examples 
have 
diminishing 
return

⦁ What is the 
cost of more 
examples? 

Performance

[Brown et al. 2020]

https://arxiv.org/abs/2005.14165


In-context Learning (ICL)

⦁ ICL can be highly sensitive to the choice of examples, their 
ordering, and the format of the prompt

Sensitivity

[Z

https://arxiv.org/abs/2102.09690


In-context Learning (ICL)

⦁ Ordering and choice of examples can lead to strong label bias

Sensitivity

[Zhao et al. 2021]

https://arxiv.org/abs/2102.09690


In-context Learning (ICL)

⦁ Particularly sensitive with fewer examples

⦁ Why using few examples is critical?

⦁ There are methods that help, for examples see this tutorial

Sensitivity

[Zhao et al. 2021]

https://github.com/allenai/acl2022-zerofewshot-tutorial/
https://arxiv.org/abs/2102.09690


In-context Learning (ICL)

⦁ In some cases, the label 
correctness actually matters
little

⦁ But demonstrations still 
important

⦁ What’s happening? 
Demonstration are much about 
domain and form

Analysis

[Mi
 

https://arxiv.org/abs/2202.12837


Chain-of-thought (COT) Prompting

⦁ Some tasks require multiple reasoning steps

⦁ Directly generating the answer requires the model internally do 
the reasoning steps (or shortcut somehow)

⦁ It is empirically useful to:

⦁ Show the model examples of the reasoning steps through ICL

⦁ And then have it explicitly generate the reasoning steps 

[W
 

https://arxiv.org/abs/2201.11903


Chain-of-thought (COT) Prompting

[W
 

https://arxiv.org/abs/2201.11903


Chain-of-thought (COT) Prompting

⦁ COT requires ICL examples explicitly enumerating the reasoning 
steps

⦁ Turn out reasoning steps can often be elicited without ICL 
examples

⦁ Main idea: just “tell” the model to reason in steps

Step-by-step

[K

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting
Step-by-step

[K

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting

⦁ COT requires ICL examples explicitly enumerating the reasoning 
steps

⦁ Turn out reasoning steps can often be elicited without ICL 
examples

⦁ Main idea: just “tell” the model to reason in steps

⦁ Challenge: the answer is often entangled in the reasoning text —
how to extract it?

Step-by-step

[K

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting

⦁ Main idea: just “tell” the model to reason in steps

⦁ Challenge: the answer is often entangled in the reasoning text —
how to extract it? → just use an LLM 

Step-by-step

[K

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting

⦁ Main idea: just “tell” the model to reason in steps

⦁ Can significantly outperform zero-shot prompting with very large 
models

⦁ But requires no ICL examples

Step-by-step

[K

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting

⦁ There is no one magical prompt

⦁ Empirically, the is a set of instructive prompts that are roughly 
equivalent

Step-by-step

[K

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting

⦁ COT can also be used for fine-
tuning

⦁ And can increase zero-shot 
step-by-step performance 

Fine-tuning

[C

https://arxiv.org/abs/2210.11416
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