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Logistics

* Final Project Proposal: Due next Wednesday.
* | will hold office hours on Monday (12.30-2pm) at DL 581 in person.

* Homework 3 will be released early Thursday (Feb 20) morning.
 Topic: prompting/finetuning models for code generation (text-to-SQL)



Last Class Recap: Masked LMs

* Denoising pretraining objectives
* BERT
° T5
* BART
* UL2

* Causal LM is king = we will mostly focus on this going forward, although
masked LMs have their uses

* Decoding algorithms:
* Search: greedy, beam search
* Sampling: Ancestral sampling, temperature, top-k sampling, top-p sampling.



Scalinﬂm

Next-word Pre
* Language models do next word prediction

At first look, next-word-completion seems like a very simple task

* Why does it make sense to focus on it so much?
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The woman walked across the street, checking
for traffic over
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| went to the ocean to see the fish, turtles, seals,
and
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Overall, the value | got from the two hours
watching it was the sum total of the popcorn and
the drink. The movie was
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Why Does it M

Iroh went into the kitchen to make some tea.
Standing next to Iroh, Zuko pondered his
destiny. Zuko left the
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| was thinking about the sequence that goes 1,
1,2, 3,5, 8, 13, 21,




Scalmgms p

Why Does it M

Ohio State is located in



Scalin SeLn!P

Why Does it Ma

* The woman walked across the street, checking for traffic over ____
[coreference]

.| we_nt]to the ocean to see the fish, turtles, seals, and [lexical semantics /
topics

* Overall, the value | got from the two hours watching it was the sum total of the
popcorn and the drink. The movie was [sentiment]

* | was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21,
[reasoning]

* Ohio State is located in [knowledge]

The learned representations have to account for a lot to succeed in this
seemingly straightforward task

Examples from Stanford CS 224N



Some History: the GPTs

GPT [Radford et al. 2018]
* Transformer LM released in 2018 by OpenAl

* Decoder with 12 transformer blocks, 117M parameters, 768-
dimensional hidden states, 3072-dimensional feed-forward
hidden layers; BPE with 40k merges

* Trained on BookCorpus: over 7,000 unique books: long spans
of contiguous text for learning long-distance dependencies

* Impressive results when fine-tuned on several NLP tasks:
Entailment, textual similarity, multiple choice questions


https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf

Some History: the GPTs

GPT-2 [Radford et al. 2018]
* GPT-2 scaled the models to 1.5B parameters

* Increasingly convincing generations

* Impressive results on benchmarks

LAMBADA LAMBADA CBT-CN CBT-NE WikiText2 PTB enwik8 text8 WikiText103 1BW

(PPL) (ACC) (ACC) (ACC) (PPL) (PPL) (BPB)  (BPC) (PPL) (PPL)
SOTA 99.8 59.23 85.7 82.3 39.14 46.54 0.99 1.08 18.3 21.8
117" 35.13 45.99 87.65 83.4 29.41 65.85 1.16 1.17 37.50 75.20
345M 15.60 55.48 92.35 87.1 22.76 47.33 1.01 1.06 26.37 55.72
762M 10.87 60.12 93.45 88.0 19.93 40.31 0.97 1.02 22.05 44.575
1542M 8.63 63.24 93.30 89.05 18.34 35.76 0.93 0.98 17.48 42.16

Table 3. Zero-shot results on many datasets. No training or fine-tuning was performed for any of these results. PTB and WikiText-2
results are from (Gong et al., 2018). CBT results are from (Bajgar et al., 2016). LAMBADA accuracy result is from (Hoang et al., 2018)
and LAMBADA perplexity result is from (Grave et al., 2016). Other results are from (Dai et al., 2019).


https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf

Some History: the GPTs

GPT-3 [Brown et al. 2020]
* GPT-3 scaled the model size to 175B parameters

* So far, two ways of interaction with models:
* Sample from the distribution (generation)
* Fine-tune on a specific task

* GPT-3 demonstrated few-shot learning without parameter updates —
In-context Learning (ICL)

* In-context examples seem to specify the task, allowing the model to
complete it on a new input

* More on this later on ...


https://arxiv.org/abs/2005.14165

ScalingUp

* Two dimensions of scaling up:
» Data: the number of raw tokens the learner is given
* Parameters: the number of parameters in the model

* All this requires scaling up compute
* Storage (memory, disk space, etc), GPUs, networking



ScalingUp
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https://babylm.github.io/



Scaling Up
* How do we get text data at scale?

* Scrape whatever we can get from the web

* Seed webcrawler with initial URLs

* |dentify new URLs via outlinks

* Download HTML pages, extract raw text, postprocess text
* Done? Not really ...

* The Internet is a mess

* What would you do next?



Data

Web Scraping: Filtering Heuristics
* Deduplication

* Remove junk — what is junk?
* One option: text that is very unlikely according to simple n-gram model
* Remove pages that are not interesting
* One option: few inlinks — not interesting
* Remove non-English data a language classifier
* Remove stuff your model probably is better of without: personally

identifiable information, adult content, hate speech, copyrighted data,
NLP benchmarks (why?)



Data

Web Scraping: Filtering Tradeoffs

* Personally identifiable information

* But what about the phone numbers of public
companies?

* Adult content and hate speech
* Very culturally dependent

* Copyrighted data

* How to identify? Is it fair use?



Data

Composition: the Pile

Composition of the Pile by Category

= Academic * Internet = Prose * Dialogue * Misc

Bibliotik
e PG-19
ArXiv

PubMed Central

StackExchange !
PMA
FreeLaw USPTO NIH [OpenWebText2 Wikipedia m. YT

[Gao et al. 2020]




D ata WIMBD Demo

Large Raw Text Corpora

Dataset Origin Model Size (GB) # Documents # Tokens
OpenWebText  Gokaslan & Cohen (2019) GPT-2* (Radford et al., 2019) 41.2 8,005,939 7,767,705,349
C4 Raffel et al. (2020) T5 (Raffel et al., 2020) 838.7 364,868,892 153,607,833,664
mC4-en Chung et al. (2023) umT5 (Chung et al., 2023) 14,694.0 3,928,733,374 2,703,077,876,916
OSCAR Abadji et al. (2022) BLOOM* (Scao et al., 2022) 3,327.3 431,584,362 475,992,028,559
The Pile Gao et al. (2020) GPT-J/Neo & Pythia (Biderman et al., 2023) 1,369.0 210,607,728 285,794,281,816
RedPajama Together Computer (2023) LLaMA¥* (Touvron et al., 2023) 5,602.0 930,453,833  1,023,865,191,958
S20RC Lo et al. (2020) SciBERT#* (Beltagy et al., 2019) 692.7 11,241,499 59,863,121,791
peS2o Soldaini & Lo (2023) - 504.3 8,242,162 44,024,690,229
LAION-2B-en Schuhmann et al. (2022) Stable Diffusion* (Rombach et al., 2022) 570.2 2,319,907,827 29,643,340,153
The Stack Kocetkov et al. (2023) StarCoder* (Li et al., 2023) 7,830.8 544,750,672  1,525,618,728,620
C4 Domains LAION-2B-en Domains RedPajama Domains
patents.google.com i.pinimg.com arxiv.org
en.wikipedia.org cdn.shopify.com stackoverflow.com
en.m.wikipedia.org images.slideplayer.com en.wikipedia.org
www.nytimes.com images-na.ssl-images-amazon.com www.gutenberg.org
journals.plos.org i.ebayimg.com de.wikipedia.org
www.latimes.com ssl.c.photoshelter.com fr.wikipedia.org
www.theguardian.com ae01.alicdn.com es.wikipedia.org
www.forbes.com media.gettyimages.com ru.wikipedia.org
www.huffpost.com thumbs.dreamstime.com math.stackexchange.com
www.scribd.com us.123rf.com it.wikipedia.org
0.0 0.1 0.2 0.3 0.4 0 2 4 6 0 5 10
% of Documents % of Documents % of Documents

[Elazar et al. 2023]


https://wimbd.apps.allenai.org/

Data

What is the Web Missing?
* Low-resource languages

* Dialects with fewer speakers (e.g., Maghrezi Arabic)
* Non-written languages (e.g., American Sign Language)
* Language from people not on the web

All this comes to reinforce biases, which impact the technology available to people



ScalingUp

Compute

The blessings of scale
Al training runs, estimated computing resources used, floating-point operations
Selected systems, by type, log scale
PaLM (540B)

'] 024
GPT-3
P12 28 v
® Drawing @ Language ;8 DALL-E  10%
Vision Other BERT-Large o
e '] 016
NPLM
o
NetTalk o
. o
NeocogmtronO 108
ADALINE 104
© Theseus 1
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Sources: "Compute trends across three eras of machine learning”, by J. Sevilla et al,, arXiv, 2022; Our World in Data

The Economist; London Vol. 443, Iss. 9300, (Jun 11, 2022): 17-20.



ScalingUp

Compute

Zuckerberg's Meta Is Spending Billions to
Buy 350,000 Nvidia H100 GPUs r3al S 10

LaMDA
2 &
In total, Meta will have the compute power equivalent to 600,000 Nvidia H1I00 GPUs to help it j DALL-E 1020
develop next-generation Al, says CEO Mark Zuckerberg. >

. ‘
NPEM 107
(c}
NetTalk o2
o
NeocognitronO 108
OADALI NE 104
© Theseus 1
T U T U T U T U T U T U T U LI
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Sources: "Compute trends across three eras of machine learning”, by J. Sevilla et al,, arXiv, 2022; Our World in Data

The Economist; London Vol. 443, Iss. 9300, (Jun 11, 2022): 17-20.
https://www.pcmag.com/news/zuckerbergs-meta-is-spending-billions-to-buy-350000-nvidia-h100-gpus
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How Does Perf

* When we scale up...
* The modelssize
* The number of training examples
* The batch size
* The number of model updates (i.e., training longer)



Scaling Laws

7 42
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* Empirical test loss has a power law relationship
with each individual factor

* Transformers scale well, and in a very predictable

way

[Kaplan et al. 2020]



Scaling Laws

* Larger models require fewer samples to reach the
same performance

* The optimal model size grows smoothly with the
loss target and compute budget

[Kaplan et al. 2020]



Scaling Laws

* Scaling laws allow us to predict the loss:
* Given a compute budget, how should we scale the data and number of
parameters to get the best model?
* Scaling laws were identified by Kaplan et al. 2020, and later
refined by Hoffmann et al. 2022

* The papers also provide exact formulas with coefficients for the
Transformer architectures they used


https://arxiv.org/abs/2001.08361
https://arxiv.org/abs/2203.15556

ecurity and Privacy Risks

 Extracting memorized training data

* Personally identifiable
information

* Memorized storylines with real
names (even if turned out to be
wrong!)

* Poisoning the training data

* LLMsingest data at scale that
enables’no monitoring

 Stealing models

* Prompt stealing and “jailbreaking”

& Melanie Mitchell and Andreas Vlachos follow

‘f;f- Sebastien Bubeck
3" @SebastienBubeck

Interestingly the unicorn test is much harder today than back in 2022,

because there are now a lot more crappy tikz unicorns on the web ... |
guess this has some broader significance ...

@ Dimitris Papailiopoulos & @DimitrisPapail - 1h

Can Claude 3 Opus draw the famous Tikz unicorn like the one by
@SebastienBubeck et al in the Sparks paper? | want to say this is getting close
to the version of GPT-4 before the public release, but not fully there. Pretty
impressive still.

2:41PM - Mar 4, 2024 - 4,849 Views




Societal Impact

. WGA MBA
* Legal issues
5. Artificial Intelligence
o . . . . oy
CO pyrl g ht VIO | at 10 n SI I Ia bl | Ity We have established regulations for the use of artificial intelligence
q ue St on S, reg U I at on ("Al") on MBA-covered projects in the following ways:
.. . « Al can't write or rewrite literary material, and Al-generated material
b POl |t ICa | ISSUes will not be considered source material under the MBA, meaning
that Al-generated material can't be used to undermine a writer's
. . . . credit or separated rights.
* Mis/disinformation, e oo ehoose o s Al e oo s oo i
. . . » A writer can choose to use Al when performing writing services, i
mon |t0 rn gl an d censors h I p the company consents and provided that the writer follows
applicable company policies, but the company can't require the
] writer to use Al software (e.g., ChatGPT) when performing writin:
* Economic issues . g ) when performing writing
services.
. « The Company must disclose to the writer if any materials given to
d L L M sre p I acln g h uman | d bO r the writer have been generated by Al or incorporate Al-generated
material.
° E nvironme nta | COStS * The WGA reserves the right to assert that exploitation of writers’

material to train Al is prohibited by MBA or other law.

https://www.wgacontract2023.org/the-campaign/summary-of-the-2023-wga-mba




Societal Implications

* Many open o Ve =
. Company disables Al after bot starts
q uestions a b out swearing at customer, callsitself the

| | a b | | |ty an d ri S k ‘worst delivery firmin the world’

Published Jan. 20, 2024, 5:01 p.m. ET

e Critical for

companies
Air Canada ordered to pay customer

* Even more who was misled by airline’s chatbot
C r I t I C a | I n S O m e Company claimed its chatbot ‘was responsible for its own actions’
when giving wrong information about bereavement fare

domains (e.q., -
medical) -

https://nypost.com/2024/01/20/news/company-disables-ai-after-bot-starts-swearing-at-customer/
https://www.theguardian.com/world/2024/feb/16/air-canada-chatbot-lawsuit



https://nypost.com/2024/01/20/news/company-disables-ai-after-bot-starts-swearing-at-customer/

¢ lput form down on the table
* The woman walked across the street, checking for traffic over ___ shoulder

|
‘ a I | l 9 l l p * | went to the ocean to see the fish, turtles, seals, and
L]

* Overall, the value | got from the two hours watching it was the sum total of the
What Do We Ge

popcorn and the drink. The movie was
* | was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21,

¢ Cornell Tech is located in , New York

The learned representations have to account for a lot to succeed in this
seemingly straightforward task

* We get really expressive representations
* Very impressive generations

 But how useful are these models?
* Not that useful, yet

* But: we can fine-tune them to be very useful
* This is often called alignment
* We will get back to this very soon



Working with LLMs

. A simple way to turn LLMs into task-specific models is through fine-tuning
Identical to what we saw with BERT and others: fine-tune with annotated data
. You benefit from the rich representations of the LLM

LLMs offer a completely new mode of operation that does not require any change to their
parameters: prompting

. With or without annotated examples: zero-shot or in-context learning (few-shot)

. With or without intermediate reasoning steps: chain-of-thought prompting



Zero-shot Prompting

Input: single unlabeled example x
Output: the label y

The task (and output) can be any
text-to-text task: classification,
summarization, translation

Pre-processing: wrap x with a
template using a verbalizer v(x)

The template controls the output

x: the movie’s acting could’ve been
better, but the visuals and directing
were top-notch.

A4

v(x): Review: the movie’s acting
could’ve been better, but the visuals
and directing were top-notch.

Out of positive, negative, or neutral

this review is

¥

neutral

|




Zero-shot Prompting
Constrained Output

. We generate from the model to get the output

. What if the model output does not fit the intended format, even
if it is semantically correct?

“... how many stars on a scale of four? 4” vs. ite*... how
many stars on a scale of four? four stars”

Or maybe not even semantically correct, but just irrelevant?



Zero-shot Prompting
Constrained Output

. We generate from the model to get the output

. What if the model output does not fit the intended format, even
if it is semantically correct?

. “... how many stars on a scale of four? 4” vs. ist... how
many stars on a scale of four? four stars”

Generate with constraints:

Compare the probabilities of all possible outputs according to
your format

arg MaXge (1 5.3.4y P | V(X))



Zero-shot Prompting
Constrained Output

Generate with constraints:

Compare the probabilities of all possible outputs according to
your format

If the label is a single token, just compare next token
probabilities over labels

Otherwise?



Zero-shot Prompting
Sensitivity and Variability

Prompting simplifies some aspects of adapting LLMs for tasks
No need to do expensive parameter estimate

. You need much less data: no training data with zero-shot
prompting

However: many sources of unexpected variability
. There are many way to write a prompt for the same task

Can we expect all of them to simply function the same?



Zero-shot Prompting

Sensitivity and Variability

Prompts create a natural
language input

So the model ability to
reason about that language
influences task
performance

How “natural’ it is?

How does it “align” with
the training data?

Accuracy

News Classification

P . * e

0.74 « % ..; LE] ] LY
L) " *. ...\-..-.': ..-. .l
o 8.,
In which section of the newspaper , .
0.6 1 would you expect to Find this arficle?
¢ ® . N o
. .
0.5 1
¢ * What's this hews?
. L 'c'- 5
0.4 4 . .‘l..: . e
L]
. i . o*
0.3 V\'ha'l’saongon?%a?sﬁonﬂm?jfz
.Ol"
8 x 10° 9 x10° 10

Perplexity

Figure 1: Accuracy vs. perplexity for the AG News
dataset with OPT 175B. The z axis is in log scale. Each
point stands for a different prompt.

[Gonen et al. 2022]



Zero-shot Prompting
Sensitivity and Variability

French

=41 "'".")’i'f' " ""'. N *
Minor changes that _6]"> The word For *dog’ in French is
should have no 8 ) )
impaCt, can have _ 101 s 'dog’ s French For* ..
dramatic effect § 12 oo

1]
For example: asking e -
for answer in i: dog s French For
quotations — -

Perplexity

Figure 2: Score of correct label vs. perplexity for the
word-level translation task in French with OPT 175B.
The z axis is in log scale. The blue points stand for
prompts with quotation marks for the words, while the
yellow points are of prompts without quotation marks.

[Gonen et al. 2022]



Zero-shot Prompting
Sensitivity and Variability

. Prompts can even be sensitive to minor cosmetic changes
. Can influence performance in unexpected ways

. Can think of them as (very complex) hyper-parameters

Modified separator Modified spacing between fields

Passage: <text>

Passage:<text>
Answer: <text>

Answer:i<text>

Passage: <text> Answer: <text>

Modified separator and spacing

Modified casing

PASSAGE <text> Passage <text> Answer <text>
ANSWER <text> PASSAGE: <text>
ANSWER: <text>

Task Accuracy T )

(!
o {O O—-O—0—0——]
L] 1

Figure 1: Slight modifications in prompt format templating may lead to significantly different model
performance for a given task. Each <text> represents a different variable-length placeholder to
be replaced with actual data samples. Example shown corresponds to 1-shot LLaMA-2-7B perfor-
mances for task280 from SuperNaturallnstructions (Wang et al., 2022). This StereoSet-inspired task
(Nadeem et al., 2021) requires the model to, given a short passage, classify it into one of four types
of stereotype or anti-stereotype (gender, profession, race, and religion).

https://arxiv.org/abs/2310.11324 “’ [Sc



Zero-shot Prompting

Surface Form Competition

A human wants to submerge himself in water,
what should he use?

Humans select options
x (a) Coffee cup
J (b) Whirlpool bath

_ X (© cup
Given a closed set of answers, ¥ (d) Puddie

humans can explicitly restrict their Language Models assign probsbilty o
ChOice every possibie string

(e) Water

@ (f) A bathtub

(g) | don't know

Even if you constrain a model, the
entire vocabulary is competing @

(h) Abirdbath

@ (i) Bathtub

A very similar answer might get suck :
probability from the right one, but still @ - right concept, wrong surface form
be ConS|dered Wrong Figure 1: While humans select from given options, lan-

guage models implicitly assign probability to every pos-
sible string. This creates surface form competition be-
tween different strings that represent the same concept.
Example from CommonsenseQA (Talmor et al., 2019).

[Holtzman et al. 2021]

[Holtzman et al. 2021]



https://arxiv.org/abs/2104.08315

Zero-shot Prompting

Prompt Optimization

. Just like hyper-parameters, can think of optimizing prompts

. There are methods for searching over prompts (either using
gradients or black-box optimization)

Most do not lead to dramatically better results compared to
manual engineering/hill-climbing (and are computationally
intensive)

Most important: the choice of prompt is very important for zero-
shot settings



In-context Learning (ICL)

LLMs have the ability to “learn” to complete tasks through training
in the prompt

. The recipe is simple:
. Take a small number of annotated training example
Convert them using verbalizer templates
Concatenate them and follow with the target input

. The completion will be the label of the input



In-context Learning (ICL)

LLMs have the ability to “learn”
to complete tasks through
training in the prompt

The recipe is simple:

Take a small number of
annotated training example

Convert them using verbalizer
templates

Concatenate them and follow
with the target input

The completion will be the
label of the input

the movie’s acting could’ve been
better, but the visuals and directing
were top-notch.

A4

Review: The cinematography was stellar; great

Review: The plot was boring and the visuals were
subpar.

Sentiment (positive or negative): negative

Review: The movie’s acting could’ve been better, but
the visuals and directing were top-notch.

Sentiment (positive or negative):

¥

¥

positive

|




In-context Learning (ICL)

Performance

. Providing ICL examples almost always leads to significant
improvements

100 Aggregate Performance Across Benchmarks

Few Shot
—s— One Shot
80 —=— Zero Shot

(=]
(=]

Iy
g —
40 I*);*___ /~f
20
8.15 04B 0.8B 1.3B 26B 678 13B 1758

Parameters in LM (Billions)

Figure 1.3: Aggregate performance for all 42 accuracy-denominated benchmarks While zero-shot performance
improves steadily with model size, few-shot performance increases more rapidly, demonstrating that larger models are
more proficient at in-context learning. See Figure 3.8 for a more detailed analysis on SuperGLUE, a standard NLP
benchmark suite.

[Brown et al. 2020]



https://arxiv.org/abs/2005.14165

In-context Learning (ICL)

Performance

. Providing ICL examples almost always leads to significant
improvements

. Benefits tend to diminish with more examples

—8— Anthropic-LM v4-s3 (52B) —@— TOpp (11B) ~®— GPT-NeoX (20B) OPT (175B) GLM (130B)
BLOOM (176E) —8— GPT-) (6B) —8— T5 (11B) —8— OPT (66B) —&— YalLM (100B)
NaturalQuestions (open-book) CNN/DailyMail CivilComments
0.7 0.6
0.6
0.5 y "r‘-._.q' o 0.4
"I 7ad g 3
0.4 3
. = 0.2
0.3 — o
0.2
0.0
o 1 2 4 8 16 0o 12 4 8 16 o 12 4 8 18 0o 12 4 8 16
#in-context examples #in-context examples #in-context examples #in-context examples

Figure 32: Number of in-context examples. For each model, we set the maximum number of in-context
examples to [0, 1, 2, 4, 8, 16] and fit as many in-context examples as possible within the context window.
We plot performance as a function of the average number of in-context examples actually used.

[Liang et al. 2022]



https://arxiv.org/abs/2211.09110

In-context Learning

Performance

SuperGLUE Performance In-Context Learning on SuperGLUE
d H ) —8— Zero-shot Few-shot GFT-3 1758
: MO el Scale 1S 90 gﬁ??\ec SOTA —— One-shot % g:z?:ned SOTA
H Few-shot (K=32}
important

80 a0
¢
I+ Fine-tuned BERT Fine-ti d BERT
. More examples % 70 o tned BeRY s 1 Lpeghe
=] Fing-tuned BEAT Carge
have 2
& 60 60

diminishing
return

50
Random Guessing Random Guessing
. 40 40
. What IS the 01 04 0813 26 67 13 175 01234 8 16 32
Billions of Parameters in LM Number of Examples in Context (K)
COSt Of more Figure 3.8: Performance on SuperGLUE increases with model size and number of examples in context. A value
exam Iesf) of K = 32 means that our model was shown 32 examples per task, for 256 examples total divided across the 8 tasks in
p . SuperGLUE. We report GPT-3 values on the dev set, so our numbers are not directly comparable to the dotted reference

lines (our test set results are in Table 3.8). The BERT-Large reference model was fine-tuned on the SuperGLUE training
set (125K examples), whereas BERT4+ was first fine-tuned on MultiNLI (392K examples) and SWAG (113K examples)
before further fine-tuning on the SuperGLUE training set (for a total of 630K fine-tuning examples). We find the
difference in performance between the BERT-Large and BERT++ to be roughly equivalent to the difference between
GPT-3 with one example per context versus cight examples per context.

[Brown et al. 2020]



https://arxiv.org/abs/2005.14165

In-context Learning (ICL)

Sensitivity

. ICL can be highly sensitive to the choice of examples, their
ordering, and the format of the prompt

Accuracy Across Training Sets and Permutations

il

1 2 3 4 5 6 7 8 9 10
Training Set ID
Figure 2. There is high variance in GPT-3's accuracy as we change
the prompt’s training examples, as well as the permutation of the
examples. Here, we select ten dilferent sets ol [our SST-2 training
examples. For each set of examples, we vary their permutation and
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plot GPT-3 2.7B’s accuracy [or each permutation (and its quartiles).

Accuracy Across Formats and Training Sets

.
2 3 4

SST-2 Accuracy (%)

1

5 6 7 8 9 10
Format ID
Figure 3. There is high variance in GPT-3"s accuracy as we change
the prompt format. In this figure, we use ten different prompt
formats for SST-2. For each format, we plot GPT-3 2.7B’s accuracy

for dillerent sets ol [our training examples, along with the guartiles.
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In-context Learning (ICL)

Sensitivity

. Ordering and choice of examples can lead to strong label bias

e e e =
W= (=3} co o
L L L 1

Probability

R B E B D B B e G

PPFPP NPPP PNPP PPNP PPFN NNFP NPNP PNNP NPPN PNPN PPNN NNNP NNPN NPFNN PNNN NNNN

v - —
Unbalanced Balanced Unbalanced

Figure 4. Majority label and recency biases cause GPT-3 to become biased towards certain answers and help to explain the high variance
across different examples and orderings. Above, we use 4-shot SST-2 with prompts that have different class balances and permutations,
e.g., |P P N N]J indicates two positive training examples and then two negative. We plot how often GPT-3 2.7B predicts Positive on the
balanced validation set. When the prompt is unbalanced, the predictions are unbalanced (majority label bias). In addition, balanced
prompts that have one class repeated near the end, e.g., end with two Negative examples, will have a bias towards that class (recency bias).

[Zhao et al. 2021]
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In-context Learning (ICL)

Sensitivity

. Particularly sensitive with fewer examples
. Why using few examples is critical?

. There are methods that help, for examples see tis tutorial

920
z 80 80
S % g
= 80 /\/ g'70 - 70
1= 1] o
& 70 g £ 60
B % 60 g
Q < Q
< ] < 50
w 60 o K]
: £ 210
& s0 a &
< — GPT-3 1758 E 40 — GPT-3 138 A3 — GPT-32.7B
40 —— With Calibration 2 —— With Calibration —— With Calibration
01 4 8 16 01 4 8 01 4 8 16
Number of Training Examples Number of Training Examples Number of Training Examples

Figurc 1. Few-shot Icarning can be highly unstable across different choices of the prompt. Above, we plot the mean accuracy (+ onc
standard deviation) across different choices of the training cxamples for three different datasets and model sizes. We show that our method,
contextual calibration, improves accuracy, reduces variance, and overall makes tools like GPT-3 more cffective for end users.

[Zhao et al. 2021]
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In-context Learning (ICL)

Analysis

s.n Nao Demaos Demaos w/ gold labels Demos w/ random labels
2.,
[
In some cases, the label =
correctness actually matters MeICT (77400 SPrT 6) OPE3 (1738)
| Ittl e :; No Demos Demos w?;:::;:l:l:cs Demos w/ random labels
But demonstrations still e
important s

MetalCL (774M) GPT] (6B) GPT-3 (175B)

What's happening?

Figure 1: Results in classification (top) and multi-

Demonstration are much about choice tasks (bottom), using three LMs with varying
domain and form size. Reported on six datasets on which GPT-3 is eval-

vated; the channel method is used. See Section 4 for
the full results. In-context learning performance drops
only marginally when labels in the demonstrations are
replaced by random labels.

Min et al. 2022

[Mi
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Chain-of-thought (COT) Prompting

. Some tasks require multiple reasoning steps

Directly generating the answer requires the model internally do
the reasoning steps (or shortcut somehow)

It is empirically useful to:
. Show the model examples of the reasoning steps through ICL

. And then have it explicitly generate the reasoning steps


https://arxiv.org/abs/2201.11903

Chain-of-thought (COT) Prompting

Standard Prompting

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

\ J

A: The answer is 27. x

Chain-of-Thought Prompting

oo

Q: Roger has 5 tennis balls. He buys 2 more cans oh
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

answeris 9. /



https://arxiv.org/abs/2201.11903

Chain-of-thought (COT) Prompting
Step-by-step

. COT requires ICL examples explicitly enumerating the reasoning
steps

. Turn out reasoning steps can often be elicited without ICL
examples

Main idea: just “tell” the model to reason in steps


https://arxiv.org/abs/2205.11916

Chain-of-thought (COT) Prompting

Step-by-step

(a) Few-shot

~ .

[ Q: Roger has 5 tennis balls. He buys 2 more cans of tennis |
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of tenniﬁ
[ balls. Each can has 3 tennis balls. How many tennis balls does |
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

Al

(Output) The answeris 8. X

- /

(c) Zero-shot

ra: A juggler can juggle 16 balls. Half of the balls are golf ball?,\,
and half of the golf balls are blue. How many blue golf balls are
there?
A: The answer (arabic numerals) is

(Output) The juggler can juggle 16 balls. Half of the balls are golf
\ balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
We. So there are 8/ 2 = 4 blue golf balls. The answer is 4. v

—

(d) Zero-shot-CoT (Ours)

/C—l: A juggler can juggle 16 balls. Half of the balls are golf ballsﬁ
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) 8 X

\ /

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v /

K
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Chain-of-thought (COT) Prompting
Step-by-step

COT requires ICL examples explicitly enumerating the reasoning
steps

Turn out reasoning steps can often be elicited without ICL
examples

Main idea: just “tell” the model to reason in steps

Challenge: the answer is often entangled in the reasoning text —
how to extract it?

."/QZ A juggler can juggle 16 balls. Half of the balls are golf balls,\‘,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Qutput) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
\are blue. That means that there are 4 blue golf balls. /.:'
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Chain-of-thought (COT) Prompting
Step-by-step

. Main idea: just “tell” the model to reason in steps

. Challenge: the answer is often entangled in the reasoning text —
how to extract it? — just use an LLM
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Chain-of-thought (COT) Prompting
Step-by-step

. Main idea: just “tell” the model to reason in steps

. Can significantly outperform zero-shot prompting with very large
models

. But requires no ICL examples


https://arxiv.org/abs/2205.11916

Chain-of-thought (COT) Prompting
Step-by-step

. There is no one magical prompt

. Empirically, the is a set of instructive prompts that are roughly
equivalent
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Chain-of-thought (COT) Prompting

Fine-tuning

. COT can also be used for fine-
tuning

Hou, LONGPRE, WEL ET AL

zero-shot CoT on PaLM w
differ substantially from the types of problems

finetun » only shown for math word probloms, which

PaLM: Zero-shot
B PaLM: Zero-shot + CoT
B Flaw-PaL

. And can increase zero-shot
step-by-step performance

Zero-shot
Zero-shot + CoT

sB 628 540B

Figure 6: Zero-shot performance of PaLM and Fla
Bench tasks (BBH). Flan-PaLM be
vin “let’s think step-by-step.

-PaLM on a set of 23 challenging BIG-
efits from chain-of-thought (CoT) generation activated

5. Putting it all together

Given the prior results on scaling the number of tasks and including chain-of-thought data.,

applying it t
bjectives. In addition to the PaLM family of

we now show the generality of instruction finetuning b al models of

different sizes, architectures, and training ol

oder architecture, as
opposed to PaLM’s decoder-only architecture. As an extended version of the PaLM 62B
model, we instruction-finetune cont-PaLM, which is a 62B PaLM-model initialized from
PaLM-62B and then p: ery ot al., 2022). Finall
instruction finetune U-PaLM, which is & 5105 PaLM model imitialized from PalM-54
the trained with an UL2 objective for 20k ps (Tay et al.. 2022a.b)
These evaluation results are shown in Table 5. Instruction finetun; oves mormali.
average performance by a large ma:
finetuning, we use LM-adapted models, which were produced by training 'I's on 10015
> ohjective (Lester et al | 2021)
f our evaluation benchmarks and the fact that T5 is not multiling
ing compared with their non-fi
models. These results were quite strong for some benchmarks—for

is only 3B parameters and achieves a MMLU score of 52.4%, surp:
another highlight, the strongest overall model we achieve in this pa
combines instruction finetuning with UL2 continued pre-training that was used in the

models, we instruction finctunc TS models which have an cncoder-de

sined for 008 more tokens (C

additional st

n for all model types. For T5 models without instruction

additional tokens from C4 an a standard Iangnage modeli

Given the difficulty
T5 models benefited the most from instruction finet

uned

12
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