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Logistics
• Final Project Proposal: due Feb 24

• Homework 3 will be released tomorrow.

• There will be an in-class quiz next Friday (1o min before the class)
• I will post the reading this Friday).
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• Scaling Laws
• A function form establishing a relationship between data, parameter, 

size, and test loss
• Increase data, parameters, compute  better performance

• Large models trained on large amounts of data enabled solving 
tasks without finetuning

• Zero-shot prompting – take a pretrained model and wrap your input in a 
verbalizer – solve task by predicting the next token(s)

• In-Context Learning – Provide demonstrations (aka training examples) for 
how to solve the task “in context”. AKA few-shot learning

Last Class Recap: Scaling and Prompting
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⦁ LLMs have the ability to “learn” to complete 
tasks through training in the prompt

⦁ The recipe is simple:

⦁ Take a small number of annotated training 
example 

⦁ Convert them using verbalizer templates

⦁ Concatenate them and follow with the target 
input 

⦁ The completion will be the label of the input

In-context Learning (ICL)
the movie’s acting could’ve been 

better, but the visuals and directing 
were top-notch.

Review: The cinematography was stellar; great 
movie! Sentiment (positive or negative): positive
Review: The plot was boring and the visuals were 
subpar.
Sentiment (positive or negative): negative
Review: The movie’s acting could’ve been better, but 
the visuals and directing were top-notch.
Sentiment (positive or negative):

LLM

positive



In-context Learning (ICL)

⦁ Providing ICL examples almost always leads to significant 
improvements

Performance

[Brown et al. 2020]

https://arxiv.org/abs/2005.14165


In-context Learning (ICL)

⦁ Providing ICL examples almost always leads to significant 
improvements

⦁ Benefits tend to diminish with more examples

Performance

[Liang et al. 2022]

https://arxiv.org/abs/2211.09110


In-context Learning

⦁ Model scale is 
important

⦁ More examples 
have 
diminishing 
return

⦁ What is the 
cost of more 
examples? 

Performance

[Brown et al. 2020]

https://arxiv.org/abs/2005.14165


In-context Learning (ICL)

⦁ ICL can be highly sensitive to the choice of examples, their 
ordering, and the format of the prompt

Sensitivity

[Z

https://arxiv.org/abs/2102.09690


In-context Learning (ICL)

⦁ Particularly sensitive with fewer examples

⦁ Why using few examples is critical?

⦁ There are methods that help, for examples see this tutorial

Sensitivity

[Zhao et al. 2021]

https://github.com/allenai/acl2022-zerofewshot-tutorial/
https://arxiv.org/abs/2102.09690


In-context Learning (ICL)

⦁ In some cases, the label 
correctness actually matters
little

⦁ But demonstrations still 
important

⦁ What’s happening? 
Demonstration are much about 
domain and form

Analysis



[W
 

Chain-of-thought (COT) Prompting
• Some tasks require multiple reasoning steps

• Directly generating the answer requires the model internally do 
the reasoning steps (or shortcut somehow)

• It can be empirically useful to:
• Show the model examples of the reasoning steps through ICL
• And then have it explicitly generate the reasoning steps 

https://arxiv.org/abs/2201.11903


[Wei et al. 2022]

Chain-of-thought (COT) Prompting

https://arxiv.org/abs/2201.11903


Chain-of-thought (COT) with false 
demonstrations still works

aclanthology.org/2023.acl-long.153.pdf

https://aclanthology.org/2023.acl-long.153.pdf


Chain-of-thought (COT) Prompting

[Kojima et al. 2022]

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting
⦁ COT requires ICL examples explicitly enumerating the 

reasoning steps

⦁ Turn out reasoning steps can often be elicited without ICL 
examples

⦁ Main idea: just “tell” the model to reason in steps

[Kojima et al. 2022]

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting
⦁ COT requires ICL examples explicitly enumerating the 

reasoning steps

⦁ Turn out reasoning steps can often be elicited without ICL 
examples

⦁ Main idea: just “tell” the model to reason in steps

[Kojima et al. 2022]

https://arxiv.org/abs/2205.11916


Chain-of-thought (COT) Prompting
⦁ There is no one magical prompt

⦁ Empirically, the is a set of instructive prompts that are 
roughly equivalent

[Kojima et al. 2022]

https://arxiv.org/abs/2205.11916


“Aligning” Language 
Models



• Background: What is Alignment of LLMs?

• Data: How can we get the data for instruction learning?

• Method: How can we align LLMs with supervised fine-tuning (SFT)?

• Evaluation: How can we compare different LLMs in terms of 

alignment?

Outline

19
Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)



What alignment are you talking about?

20
Rethinking Alignment with ICL

Son, if you wanna be 
ChatGPT, you will need to 
be aligned!

Supervised Fine-Tuning (SFT) Instruction Following!

Reinforcement Learning from 
Human Feedback (RLHF)

Direct Preference Optimization
(DPO)

Proximal Policy Optimization
(PPO)

Safety!

Hallucination!

Personalization!

Task/Domain
Adaptation!Whaaat?



Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

What is Alignment of LLMs?
• Instruction Learning: teaching base LLMs to follow instructions

• Preference Learning: adjusting instructed LLMs to behave as human expected

Alignment of LLMs (Part 1)
2
1

Base LLM

e.g., Llama-3

Aligned LLM

e.g., Llama-3 Instruct

I can complete your
t    text.

I can better follow your
instructions.

Instruction Learning (Part 1)

Preference Learning (Part 2)



Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)Rethinking Alignment with ICL
2
2

Llama-3
Llama-3 Instruct

How does alignment tuning teach LLM to be so good?



• Goal: turn LLMs from text generators to models that can follow 
specific instructions and are relatively controlled

• Two independent techniques
- Supervised: learn from annotated data/demonstration
- RL-ish: learn from preferences

• In practice: they are combined to a complete process

Aligning LLMs

2
3



• Many tasks can be formulated as text-in (prompt) to text-out
• Merge a lot of data to one giant dataset

• Three sources:
- There is a lot of data in NLP tasks (convert existing NLP datasets to 

instruction following datasets)
- Special annotation efforts
- Bootstrapping data from aligned LLMs

Instruction Tuning

2
4
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Dataset for Instruction Learning 

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
2
5

Synthetic Conversion of Existing NLP Datasets

An existing NLP task:
Binary Classification Converted to Seq2Seq tasks with different instruction templates.

—> Unified Data Formats for Massive Multi-Task Training

https://blog.research.google/2021/10/introducing-flan-more-generalizable.html



• Prepare the data: diverse annotated data, and if 
needed convert to text-to-text

• Split along tasks to train and test

• Train on data of all training tasks

- Optimize the likelihood of the annotated 
output tokens

• Test: zero-shot on new tasks

The General Protocol
Instruction Tuning

26

[Image modified from Sanh et al. 2022]

Pretty much all competitive LLMs are instruction tuned



• Large number of “classical” 
NLP tasks, relatively diverse

• Convert them to text-to-text

• Multiple templates for each 
dataset (why?)

• Split for train/test along 
tasks

The T0 Recipe
Instruction Tuning

27

[Sanh et al. 2022]



The T0 Recipe
Instruction Tuning

28

[Sanh et al. 2022]



• Find as many datasets as you can 
→ 1,836 tasks

• Convert them to text-to-text

• Mix-in instructions with or without 
examples 

- Directly fine-tuning for in-context 
learning (more on this later)

• Split for train/test along tasks

The Flan-PaLM Recipe
Instruction Tuning

29

[Chung et al. 2022]



• Find as many datasets as you 
can → 1,836 tasks

• Convert them to text-to-text

• Mix-in instruction with or 
without examples 

- Directly fine-tuning for in-context 
learning (more on this later)

• Split for train/test along tasks

The Flan-PaLM Recipe
Instruction Tuning

30

[Figure modified from Chung et al. 2022]

Test Performance on 23 BigBench tasks



• Emphasize data quality

• Hire third-party annotators

• Develop guidelines that match the desired model 
behavior

• Llama 2 focus: helpfulness and safety

• Collect 27,540 examples

• Goal: less the strongest possible model, more 
good starting point for RLHF

The Llama 2 Recipe
Instruction Tuning

31
[Touvron et al. 2023]
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Dataset for Instruction Learning 

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
3
2

Human Annotation: 
OpenAssistant: An Open-Source 
Human Annotation Dataset

Step 1 of ChatGPT’s pipeline for data collection.
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Dataset for Instruction Learning 

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
3
3

Community Sharing from ChatGPT

Natural Queries from 
Human Users on ChatGPT

sharegpt.com

T-SNE plots of the embeddings of user prompts.

WildChat: Providing Free GPT-4 APIs for Public Users 
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Dataset for Instruction Learning 

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
3
4

Strategical Collecting Data from ChatGPT: In context learning for instruction generation

Self-instruct pipeline for data collection. https://arxiv.org/abs/2212.10560
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Dataset for Instruction Learning 

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
3
5

Strategic Collecting from ChatGPT
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General Distribution of User-GPT Interactions

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
3
6

Coding & Creative Writing 
are the major!

Most are classification & reading 
comprehension.

https://arxiv.org/pdf/2310.12418.pdf



Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)Rethinking Alignment with ICL
3
7

Base
LLM

LIMA

SFT w/
1K Data

300 for test

1K for SFT
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Supervised Fine-Tuning (SFT) for Instruction 
Learning

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
3
8

Instruction Data

Instruction x

Output y

x_1,  …,  x_N,  y_1,  y_2, …,  y_M

Tokens for an example 
(a pair of instruction & response)

LLM

Context
Loss

Teacher 
forcing
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Supervised Fine-Tuning (SFT) for Instruction Learning

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
3
9

x_1,  …,  x_N,  y_1,  y_2, …,  y_M

Tokens for an example 
(a pair of instruction & response)

LLM

Context
Loss

Teacher 
forcing

Teacher forcing

Full example

Learn the 1st output token

Learn the 2nd output token

…
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Evaluation of Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
4
0

• Benchmarking Datasets

• Human Annotation 

• GPTs as Judges

• Open LLM Evaluators

• Safety Evaluation  
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Evaluation of LLM

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
4
1

• Benchmarking Datasets

Test base/aligned LLMs on a wide range
of reasoning tasks. 

(Usually with few-shot ICL examples)

Not in conversation formats and many tasks 
are less natural.
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Win-rate Matrix 

Evaluation of LLM Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
4
2

• Human Votes
Elo Rating for Ranking LLMs
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Evaluation of LLM Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

• GPTs as Judge

Win Rates (as to text-davinci-003)

4
3
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Evaluation of LLM Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

• GPTs as Judge

Prompting
GPT-4

MT-Bench: Scoring-based Evaluation of LLMs

4
4
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Open-Source LLM Evaluators

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
4
5

https://arxiv.org/pdf/2310.08491.pdf

Collect GPT-4 evaluation annotation 
+ SFT on open-source LLMs

https://arxiv.org/pdf/2310.08491.pdf
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Safety Evaluation: DecodingTrust

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
4
6

https://arxiv.org/pdf/2306.11698.pdf

https://arxiv.org/pdf/2306.11698.pdf
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Safety Evaluation (cont.)

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
4
7

https://arxiv.org/pdf/2306.11698.pdf

https://arxiv.org/pdf/2306.11698.pdf
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Hallucination Issues

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
4
8

https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html

Microsoft Bing (powered by ChatGPT + Web search)
1. Factual errors.

2. Fake information.

3. Bad coherence. 

4. Contradiction.

5. Nonsensical outputs.

6. Fake/Wrong citations.

7. …

Aligned LLM

During SFT, we “force” the LLM to 
memorize and answer the questions that 
are beyond their knowledge capacities.

Base LLM

Many instructions that contain knowledge beyond pre-
training corpora. 

Hallucinate when LLMs are uncertain or have no 
enough knowledge. 
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4
9

What does alignment tuning teach?

How many examples should we use for alignment?

Do we have to tune model weights?

Knowledge? Reasoning? Or, … just the Style?

The more the better? 100K, 1K, or, … only 3?

What if we only do in-context learning?



Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)Rethinking Alignment with ICL
5
0

URIAL (in-context learning) 
vs SFT/RLHF
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The Adaptation Recipe

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
1

Pre-training Instruction Tuning RLHF/RLAIF

In-Context Learning Alignment:
• Instruction following
• Preference tuning
• Safety
• Etc.
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Limitations of Instruction Tuning
• Why do we need RLHF?

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
2



Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

Limitations of Instruction Tuning
• Why do we need RLHF?

• (Open-ended) generation:
• What makes one output better than the other? -> hard to define

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
3



Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

Limitations of Instruction Tuning
• Why do we need RLHF?

• (Open-ended) generation: How do you capture all of the 
following and more in a loss function:

• What is a helpful output?

• What is a polite output?

• What is a funny output?

• What is a safe output?

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
4
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RLHF!

Natural Language Processing - CSE 517 / CSE 447 Lecture 2: Tokenization and Neural Networks5
5

arxiv in Sep 2020
NeurIPS 2020

arxiv in Sep 2019
NeurIPS 2020
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“Learning to Summarize with Human Feedback”

https://openai.com/research/learning-to-summarize-
with-human-feedback

Natural Language Processing - CSE 517 / CSE 447 Lecture 2: Tokenization and Neural Networks5
6

https://openai.com/research/learning-to-summarize-with-human-feedback
https://openai.com/research/learning-to-summarize-with-human-feedback
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“Learning to Summarize with Human Feedback”

https://openai.com/research/learning-to-summarize-
with-human-feedback

Natural Language Processing - CSE 517 / CSE 447 Lecture 2: Tokenization and Neural Networks5
7

RL methods don’t 
always assume 
“preference-based”
(j is better than k) 
human feedback 
and reward model, 
but that’s what’s 
common with 
current “RLHF” 
approaches

https://openai.com/research/learning-to-summarize-with-human-feedback
https://openai.com/research/learning-to-summarize-with-human-feedback
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The general RLHF pipeline

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
8

Instruction-
tuned Model

�

Collect Comparison 
Data

� Train Reward 
Model on 
Comparison 
Data

�

Use RL to 
Optimize a 
Policy with the 
Reward Model

�

✚
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Human Preferences
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Human Preferences
Ranking of the samples.

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
0

Prompt

Sample A

C A B
Sample B

Sample C

A set of sampled completions 
for a prompt.
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Human Preferences
Triples

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
1

Prompt

Sample A

Sample B

Sample C

A set of sampled completions 
for a prompt.

PromptPreferred 
Response

Dispreferred 
Response
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Example: Annotation

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
2

• Annotator 
needs to 
choose 
whether they 
prefer A or B. 

Can you help me write a resignation letter to my current employer, while leaving on good terms and expressing gratitude for the opportunities provided?

Here are two responses from the chatbot. (Please scroll down on the content to see the entire response if it is too long)
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Pairwise Comparison

• Hard to be consistent among different annotators!

• It’s more reliable (Phelps et al., 2015; Clark et al., 
2018)

• Can be used with the Bradley-Terry (1952) model

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
3

How would you rate this output?

Why do pairwise comparison and not rate outputs directly?

Compose an engaging travel blog post about a recent trip to Hawaii, highlighting cultural experiences and must-see attractions
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