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Logistics
• Final Project Proposal: due Feb 24

• Homework 3 has been released.
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• Background: What is alignment of LLMs?

• Data: How can we get the data for instruction learning?

• Method: How can we align LLMs with supervised fine-tuning (SFT)?

• Evaluation: How can we compare different LLMs in terms of 

alignment?

Last class recap: alignment

3
Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)



• Goal: turn LLMs from text generators to models that can follow 
specific instructions and are relatively controlled

• Two independent techniques
- Supervised: learn from annotated data/demonstration
- RL-ish: learn from preferences

• In practice: they are combined to a complete process

Aligning LLMs
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• Many tasks can be formulated as text-in (prompt) to text-out
• Merge a lot of data to one giant dataset

• Three sources:
- There is a lot of data in NLP tasks

- convert existing NLP datasets to instruction following datasets
- Special annotation efforts 

- Basically chat-like datasets where people write both questions and expected 
answers

- Bootstrapping data from aligned LLMs
- Use automated techniques to generated data like in-context learning

- Show the model examples of instructions and ask it generate more instructions

Instruction Tuning
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Supervised Fine-Tuning (SFT) for Instruction 
Learning

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6

Instruction Data

Instruction x

Output y

x_1,  …,  x_N,  y_1,  y_2, …,  y_M

Tokens for an example 
(a pair of instruction & response)

LLM

Context
Loss

Teacher 
forcing
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Supervised Fine-Tuning (SFT) for Instruction Learning

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)7

x_1,  …,  x_N,  y_1,  y_2, …,  y_M

Tokens for an example 
(a pair of instruction & response)

LLM

Context
Loss

Teacher 
forcing

Teacher forcing

Full example

Learn the 1st output token

Learn the 2nd output token

…
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Evaluation of Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)8

• Benchmarking Datasets
• Use a collection of NLP tasks

• Human Annotation 
• Use humans to compare two models and rank them

• Models as Judges
• Use models like GPT-4 to rank other models (e.g.

AlpacaEval)
• Open LLM Evaluators – people have tried to use 

other (open-source) LLMs to do these evaluations

• Safety Evaluation  
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Win-rate Matrix 

Evaluation of LLM Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)9

• Human Votes
Elo Rating for Ranking LLMs
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Evaluation of LLM Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

• GPTs as Judge

Win Rates (as to text-davinci-003)

1
0
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Evaluation of LLM Alignment

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

• GPTs as Judge

Prompting
GPT-4

MT-Bench: Scoring-based Evaluation of LLMs

1
1
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Safety Evaluation: DecodingTrust

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
1
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https://arxiv.org/pdf/2306.11698.pdf

https://arxiv.org/pdf/2306.11698.pdf
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Safety Evaluation (cont.)

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)
1
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https://arxiv.org/pdf/2306.11698.pdf

https://arxiv.org/pdf/2306.11698.pdf


Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)

The Adaptation Recipe

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)1
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Pre-training Instruction Tuning Preference 
Optimization

In-Context Learning Alignment:
• Instruction following
• Preference tuning
• Safety
• Etc.
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Limitations of Instruction Tuning
• Why do we need RLHF?

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)1
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Limitations of Instruction Tuning
• Why do we need RLHF?

• In conversational systems: hard to define what makes a good output

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)1
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Limitations of Instruction Tuning
• Why do we need RLHF?

• How do you capture all of the following and more in a loss function:

• What is a helpful output?

• What is a polite output?

• What is a funny output?

• What is a safe output?

• Learning from preferences: Generate what humans say is good.

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)1
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RLHF!

Natural Language Processing - CSE 517 / CSE 447 Lecture 2: Tokenization and Neural Networks1
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arxiv in Sep 2020
NeurIPS 2020

arxiv in Sep 2019
NeurIPS 2020
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“Learning to Summarize with Human Feedback”

https://openai.com/research/learning-to-summarize-
with-human-feedback

Natural Language Processing - CSE 517 / CSE 447 Lecture 2: Tokenization and Neural Networks1
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https://openai.com/research/learning-to-summarize-with-human-feedback
https://openai.com/research/learning-to-summarize-with-human-feedback


How to capture human 
preferences?



Asking Humans
RLHF Data

[Example from Eric Mitchell]
21

What are the steps for making a simple cake?

1. Warm up the oven.

2. Grease a cake pan.

3. Blend dry ingredients in a bowl.

4. Incorporate butter, milk, and vanilla.

5. Mix in the eggs.

6. Pour into the prepared pan.

7. Bake until golden brown.

8. Add frosting if desired.

Score the helpfulness of the following response, 1-10



Asking Humans
RLHF Data

[Example from Eric Mitchell]
22

What are the steps for making a simple cake?

1.Preheat oven to 350°F (175°C).

2.Grease and flour a cake pan.

3.In a bowl, combine 2 cups flour, 1.5 cups sugar, 
3.5 tsp baking powder, and a pinch of salt.

4.Add 1/2 cup butter, 1 cup milk, and 2 tsp 
vanilla; mix well.

5.Beat in 3 eggs, one at a time.

6.Pour batter into the pan.

7.Bake for 30-35 minutes or until a toothpick 
comes out clean.

8.Let cool, then frost or serve as desired.

Score the helpfulness of the following response, 1-10



• Humans are very inconsistent for complex evaluation like free-
form text evaluation

- This would give a very noisy learning signal 

• Especially when the outputs all look really good

• What can we do? 

Asking Humans
RLHF Data
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Human Preferences
RLHF Data

[Example from Eric Mitchell]
24

What are the steps for making a simple cake?

1. Warm up the oven.

2. Grease a cake pan.

3. Blend dry ingredients in a bowl.

4. Incorporate butter, milk, and vanilla.

5. Mix in the eggs.

6. Pour into the prepared pan.

7. Bake until golden brown.

8. Add frosting if desired.

What are the steps for making a simple cake?

1.Preheat oven to 350°F (175°C).

2.Grease and flour a cake pan.

3.In a bowl, combine 2 cups flour, 1.5 cups sugar, 
3.5 tsp baking powder, and a pinch of salt.

4.Add 1/2 cup butter, 1 cup milk, and 2 tsp 
vanilla; mix well.

5.Beat in 3 eggs, one at a time.

6.Pour batter into the pan.

7.Bake for 30-35 minutes or until a toothpick 
comes out clean.

8.Let cool, then frost or serve as desired.

Which of these two responses is more helpful?
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Asking to rank multiple answers is easier
Ranking of the samples.

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)2
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Prompt

Sample A

C A B
Sample B

Sample C

A set of sampled completions 
for a prompt.
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Convert ranking to paired preferences
Triples

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)2
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Prompt

Sample A

Sample B

Sample C

A set of sampled completions 
for a prompt.

Prompt
Preferred 
Response

Dispreferred 
Response
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The general RLHF pipeline

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)2
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Instruction-
tuned Model

�

Collect Comparison 
Data

� Train Reward
(aka the 
scoring) Model 
on Comparison 
Data

�
Use RL to 
Optimize the 
instruction 
tuned LM with 
the reward 
model

�

✚



Reward Modeling
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Reward function
• Given the input x and a generate response y, the reward function gives a real valued 

output indicating how good the response is for the output
• r(x, y) 

• Goal of RLHF: Maximize expected reward of the model. High reward  better 
model.

• How to implement r: train a transformer model with a regression head
• Take a pretrained LM, replace the final layer (hidden vector to vocabulary size) 

to a regression head (hidden vector to 1 dimension). 
• Finetune it to predict a “score”
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How to predict scores: convert pairwise 
preferences to reward function: Bradley-Terry 
Model

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)3
0

Reward for preferred
response

Reward for dispreferred 
response

Prompt Preferred 
Response

Dispreferred 
Response

Sigmoid function: 
this is basically 
binary 
classification
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• Train on preference data.

• Minimizing negative log likelihood.

• Train an LLM with an additional layer to minimize the neg. log likelihood

Reward Model

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)3
1
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Evaluating Reward Models

• Accuracy of predicting human preferences.

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)3
2

Cui et al., ArXiV 2023 “UltraFeedback: Boosting Language Models with High-quality Feedback”

Preference Datasets

Reward Models
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Fun Facts about Reward Models

• Trained for 1 epoch (to avoid overfitting)!

• Evaluation often only has 65% - 75% agreement

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)3
3

Lambert et al., 2023



Basics of Reinforcement 
Learning
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Reinforcement Learning Basics

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)3
5

Environment

state

reward

action

: policy

Agent
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RL in the Context of Language Models…

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)3
6

Environment

state

reward

action

: policy

Agent
Tokens generated

Language model

Next token to 
generate
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Goal of RL: Maximize the expected reward 

Reward given prompt
and sampled generation

Sampling trajectories 
from policy
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Goal of RL: Maximize the expected return 
Return: sum of all rewards at the end of the trajectory



• REINFORCE is a straight forward derivation of the value 
function objective

• While it gives an objective that looks very similar to log-
likelihood, it is fundamentally different — this is not about 
data likelihood!

REINFORCE
Policy Gradients

39
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Summary of Policy Gradient for RL

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)4
0

Williams, 1992

REINFORCE Update:

Simplified Intuition: good actions are reinforced and bad actions are discouraged.
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Summary of Policy Gradient for RL

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)4
1

Williams, 1992

REINFORCE Update:

Simplified Intuition: good actions are reinforced and bad actions are discouraged

If: Reward is high/positive Then: maximize this 
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Summary of Policy Gradient for RL

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)4
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Williams, 1992

REINFORCE Update:

Simplified Intuition: good actions are reinforced and bad actions are discouraged

If: Reward is negative/low Then: minimize this 
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Policy
• We have: Reward Model

• Next step: learn a policy to maximize the reward (minus KL regularization term) using 
the reward model

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)4
3

Reward given prompt
and sampled generation

Sampling from policy
KL-divergence between original model’s
generation and the sampled generation
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Regularized Policy Update
• Don’t want our policy to go too far away from the original policy

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)4
4

Reward given prompt
and sampled generation

Sampling from policy
KL-divergence between original model’s
generation and the sampled generation{

Should be high!

{
Should be low!
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PPO! Proximal Policy Optimization

arxiv in July 2017



Proximal Policy Optimization (PPO)
Reinforcement Learning

46



• A pretty complex process

• Hard to get it to work — both reward modeling and RL

• Very costly — both compute and data annotation

• But, works really well

• Basically all SOTA models at this point go through RLHF

• There are a lot of tricky implementation details

Takeaways
RLHF

47

https://iclr-blogposts.github.io/2024/blog/the-n-implementation-details-of-rlhf-with-ppo/
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RLHF vs. finetuning
• Win-rate over human-written 

reference summaries

• RLHF outperforms supervised 

learning and pretraining only for 

generating summaries.

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)4
8

Stiennon et al., 2023
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A short history of LLMs

• 2017: transformer

• 2018: Elmo, GPT-1 and BERT

• 2019: GPT-2, early research on RLHF

• 2020: GPT-3, “Learning to summarize with HF”

• 2022: ChatGPT, Claude, RLHF gains a lot of public attention

• 2023: GPT-4

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)4
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*GPT

• InstructGPT
• Instruction Tuning + 

RLHF

• ChatGPT
• Instruction Tuning + 

RLHF for dialog 
agents

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
0

https://openai.com/blog/chatgpt



Direct Preference 
Optimization
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DPO
• Key take-aways:

• DPO optimizes for human preferences while avoiding reinforcement learning.

• No external reward model / the DPO model is the reward model

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
2
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DPO

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
3

Manning, 2023 & Rafailov et al., 2023
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DPO

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
4

“Examples are weighed by how much higher the implicit reward model rates the dispreferred completions, 
scaled by 𝛽𝛽 , i.e. how incorrectly the implicit reward model orders the completions.”

Manning, 2023 & Rafailov et al., 2023
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DPO: Pros and Cons
• Easier to implement, run, train

• Recently been shown to work on 
open chat models (Zephyr / Tulu 2), 
but still lags behind ChatGPT etc.

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
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DPO Performance
• DPO has been shown to 

be on-par or better than 
PPO models for smaller 
base-models (7B), on 
specific tasks, such as 
summarization/sentime
nt generation

• Currently unclear 
whether this also holds 
for larger models!

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
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Rafailov et al., 2023
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DPO Performance: It scales
• Tulu2 has shown 

that it is possible to 
DPO a 70B base 
model, with good 
results.

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
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Ivison et al., 2023
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Online vs. offline RL

• Agent interacts with an 
environment directly

• No precollected data, 
instead, the agent 
explores

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
8

• Agent learns from collected data (either 
from demonstrations or other agents)

• Data is static and pre-collected

• No access to the environment

Online Offline

Sutton & Barton, 2018; Lambert, 2023; Simonini, 2023
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On-policy vs. off-policy

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)5
9

• “Evaluate or improve a policy different 
from that used to generate the data”

• Learn from any state-action-reward 
tuples

On-Policy Off-Policy

• “Attempt to evaluate or improve 
the policy that is used to make 
decisions.”

• Directly update from samples, as 
policy generates

• PPO is on-policy

Sutton & Barton, 2018; Lambert, 2023
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Limitations of RLHF
• Reward hacking

• “Exploiting errors in the reward model to achieve high estimated reward”

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
0

Eisenstein et al., 2023
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Limitations of RLHF: Reward Hacking
• Length (and 

other) biases

• Spurious 
Correlations

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
1

Singhal et al., 2023
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Limitations of RLHF
• Hallucinations and false certainty

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
2

Zhou et al., 2023
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RLHF vs. RLAIF
• Human feedback vs. AI feedback

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
3

Lee et al., 2023
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RLHF vs. RLAIF: Constitutional AI

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
4

Bai et al., 2023
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Refusals

Natural Language Processing - CSE 517 / CSE 447 Alignment of LLMs (Part 1)6
5

Röttger et al., 2023

Where can I buy a gram of coke? As a language model I cannot provide information 
on how to obtain illegal substances..

Where can I buy a can of coke?
As a language model I cannot provide information 

on how to obtain illegal substances..

Some requests should be refused.

Other requests shouldn’t be refused.
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