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Logistics
• Homework 3 is due on March 5. 

• Final project progress report due March 28.
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Overview

• What is a benchmark?
• Quality of good benchmarks
• Benchmark and metrics, evaluation 

(closed and open-ended 
evaluation)

• Current evaluations of LLMs
• Issues with benchmarking



Applications ⇒Tasks
Capabilities the NLP community has been targeting in its sixty-year history:

● Translate text from one language to another
● Summarize one or more documents in a few paragraphs or in a structured table
● Answer a question using information in one or more documents
● Engage in a conversation with a person and follow any instructions they give

A huge number of questions arise, options:

1. Conclude that the desired system is just isn’t possible yet or would be very expensive to build 
with the best available methods

2. Define and tackle tasks—versions of the application that abstract away some details while 
making some simplifying assumptions
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[Serrano et al., 2023; page 5]

https://arxiv.org/abs/2311.17301


What makes a task?
The term “task” is generally used among researchers to refer to a specification of certain components of an NLP 
system, most notably data and evaluation:

● Data: there is a set of realistic demonstrations of possible inputs paired with their desirable outputs
● Evaluation: there is a method for measuring, in a quantitative and reproducible way, how well any system’s 

output matches the desired output 

An example of the task you worked on: 

● Determine sentiment expressed in text ⇒ Binary sentiment classification 
● Dataset: The Stanford Sentiment Treebank (SST-2)  

○ Inputs are full sentences derived from another dataset of movie reviews by  Pang and Lee (2005) 
○ Crowdsource fine-grained assessments of sentiment, then turn them into binary labels

● Evaluation: Accuracy (% of correctly predicted)
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[Serrano et al., 2023; page 5]

https://arxiv.org/abs/2311.17301


What Is Benchmarking?
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"Datasets are the telescopes of our field.” - Aravind Joshi

Benchmark:
* one or multiple datasets
* one or multiple associated metrics
* ways to aggregate performance



Benchmarks Orient AI
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Benchmarks set priorities and codify values

Benchmarks are mechanisms for change



Benchmarks are useful to track progress
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Benchmarks and evaluations 
drive progress

Benchmarks and how we drive the progress of the field

MMLU



A brief history of benchmarking
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Benchmarks have a long history of being used to assess the performance of 
computational systems.

The Standard Performance Evaluation Corporation (SPEC), 
Established in 1988 is one of the oldest organizations dedicated to 
benchmarking the performance of computer hardware
Benchmark sets and performances measured as millions of instructions per 
second (MIPS).



Efforts in Machine Learning
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MLCommons
MLPerf series of performance benchmarks focusing 
on model training and inference

DARPA and NIST

TREC workshop in IR



Benchmarking Principles
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Relevance: Benchmarks should measure relatively vital features. 
Representativeness: Benchmark performance metrics should be broadly 
accepted by industry and academia.
Equity: All systems should be fairly compared. 
Repeatability: Benchmark results can be verified. 
Cost-effectiveness: Benchmark tests are economical.
Scalability: Benchmark tests should work across systems possessing a range 
of resources from low to high.
Transparency: Benchmark metrics should be easy to understand.

Dai, W., & Berleant, D. (2019, December). Benchmarking contemporary deep learning hardware and frameworks: A survey of qualitative metrics. In 2019 IEEE 
First International Conference on Cognitive Machine Intelligence (CogMI) (pp. 148-155). IEEE.



Two major types of evaluations

Close-ended 
evaluations

Open ended evaluations



Close-ended 
evaluation



Close-ended tasks

• Limited number of potential answers

• Often one or just a few correct 
answers

• Enables automatic evaluation as in 
ML



Close-ended tasks
• Sentiment analysis: SST / IMDB / Yelp …

• Entailment: SNLI

• Name entity recognition: CoNLL-2003
• Part-of-Speech: PTB



Close-ended tasks
• Coreference resolution: WSC

• Question Answering: Squad 2



Close-ended multi-task benchmark - 
superGLUE

Attempt to measure "general language capabilities“



Examples from superGLUE
Cover a number of different tasks

• BoolQ, MultiRC (reading 
texts)

• CB, RTE (Entailment)
• COPA (cause and effect)
• ReCoRD (QA+reasoning)
• WiC (meaning of words)
• WSC (coreference)



Close-ended: challenges
• Choosing your metrics: accuracy / precision / recall / f1-score / ROC

• Aggregating across metrics or tasks

• Where do the labels come from?

• What issues could example-label 
combinations have?



Spurious correlations in the test set

SNLI itself is hard, but there can be undiscovered spurious correlations

Premise:
The economy could be still better.

Hypothesis:
The economy has been betternever

Negation

Entailment
[Gururangan+ 2019]

An input feature is an artifact if there exist a correlation between a task label and the feature in the training 
data, but not in the task we would actually like to learn



22Figure from: [Gardner et al., 2020]

https://arxiv.org/abs/2004.02709


23Figure from: [Gardner et al., 2020]

https://arxiv.org/abs/2004.02709


Issue: Data shortcuts

➔ Annotate data without introducing data shortcuts

Easier said than done…
No bulletproof off-the-shelf tool for detecting unknown artifacts
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Open-ended 
evaluation



Open-ended tasks

• Long generations with too many possible correct answers to 
enumerate
• => can’t use standard ML metrics

• There are now better and worse answers (not just right and wrong)

• Example:
• Summarization: CNN-DM / Gigaword
• Translation: WMT
• Instruction-following: Chatbot Arena / AlpacaEval / MT-Bench



Types of evaluation methods for 
text generation
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Human EvaluationsContent Overlap Metrics Model-based Metrics

Ref: They walked to the grocery store .

Gen: The woman went to the hardware store .

(Some slides repurposed from Asli Celikyilmaz from EMNLP 2020 tutorial)



Content overlap metrics
Ref: They walked to the grocery store .

Gen: The woman went to the hardware store .

• Compute a score that indicates the lexical similarity between generated and gold- 
standard (human-written) text

• Fast and efficient
• N-gram overlap metrics (e.g., BLEU, ROUGE, METEOR, CIDEr, etc.)

precision recall

• Not ideal but often still reported for translation and summarization



A simple failure case
n-gram overlap metrics have no concept of semantic relatedness!

Are you enjoying the 
CSE 5525 lectures?

Heck yes !

You know it !

Yes !

Yup .

Heck no !

Score: 
0.67

0.25

False negative 0

False posi8ve 0.67



Model-based metrics to capture 
more semantics

• Use learned representations of words 
and sentences to compute semantic 
similarity between generated and 
reference texts

• The embeddings are pretrained, distance 
metrics used to measure the similarity can 
be fixed



Model-based metrics: Word 
distance functions

Vector Similarity
Embedding based similarity for 
seman2c distance between text.

• Embedding Average (Liu et al., 2016)
• Vector Extrema (Liu et al., 2016)
• MEANT (Lo, 2017)
• YISI (Lo, 2019)

BERTSCORE
Uses pre-trained contextual embeddings from 
BERT and matches words in candidate and 
reference sentences by cosine similarity. 
(Zhang et.al. 2020)



Model-based metrics: Beyond word matching
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BLEURT:
A regression model based on BERT returns a score that 
indicates to what extent the candidate text is grammatical 
and conveys the meaning of the reference text.

(Sellam et.al. 2020)



An important failure case
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• Reference-based measures are only as good as their references.

Actual reference => uncorrelated Expert reference => correlated



Reference free evals
• Reference-based evaluation:

• Compare human written reference to model outputs
• Used to be ‘standard’ evaluation for most NLP tasks

• Examples: BLEU, ROUGE, BertScore etc.

• Reference free evaluaEon
• Have a model give a score
• No human reference
• Was nonstandard – now becoming popular with GPT4

• Examples: AlpacaEval, MT-Bench



Human evaluations

• Automatic metrics fall short of matching human decisions

• Human evaluation is most important form of evaluation for text generation.

• Gold standard in developing new automatic metrics
• New automated metrics must correlate well with human evaluations!



Human evaluations
Ask humans to evaluate the quality of generated text

• Overall or along some specific dimension:
• fluency
• coherence / consistency
• factuality and correctness
• commonsense
• style / formality
• grammaticality
• redundancy
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Note: Don’t compare human 
evaluation scores across 
differently conducted studies

Even if they claim to evaluate 
the same dimensions!



Human evaluation: Issues
• Human judgments are regarded as the gold standard
• But it also has issues:

• Slow
• Expensive
• Inter-annotator disagreement (esp. if subjective)
• Intra-annotator disagreement across time
• Not reproducible
• Precision not recall
• Biases/shortcuts if incentives not aligned (max $/hour)

“just 5% of human evaluations are repeatable in the sense that (i) there are no prohibitive
barriers to repetition,  and (ii) sufficient information about experimental design is publicly available for rerunning them. 
Our estimate goes up to about 20% when author help is sought.”



Human evaluation: Issues
• Challenges with human evaluation

• How to describe the task?
• How to show the task to the humans?
• What metric do you use?
• Selecting the annotators
• Monitoring the annotators: time, accuracy, 

…



Reference-free eval: chatbots

• How do we evaluate something like ChatGPT?
• So many different use cases it’s hard to evaluate
• The responses are also long-form text, which is even harder to evaluate.

VS



Side-by-side ratings

Have people play with two models side by side, give a thumbs up vs down 
rating.



What’s missing with side-by-side human 
eval?
• Current gold standard for evaluation of chat LLM

• External validity
• Typing random questions into a head-to-head website may not be 

representative

• Cost
• Human annotation takes large, community effort
• New models take a long t ime to benchmark
• Only notable models get benchmarked



Lowering the costs – use a LM 
evaluator

• Use a LM as a reference free evaluator
• Surprisingly high correlations with human

• Common versions: AlpacaEval, MT-bench

LLM
Evaluate

VS



AlpacaFarm : Human agreement

• 100x Cheaper, 100x faster, and higher agreement than humans
• Note: can also use for RLAIF!



Things to be careful with

• Same issues as before: Spurious correlations!
• Length
• Position (but everyone randomizes this away)
• GPT-4 self bias



AlpacaEval Length Controlled
• Example of controlling for spurious correla;on
• What would the metric be if the baseline and model outputs had the same length



Self-bias
• The annotator is biased to its outputs, but suprisingly not by much!



Current 
evaluation of 
LLMs



Current evaluation of LLM

Arena-likePerplexity Everything

pretraining finetuned



Perplexity

Perplexity is highly correlated with downstream performance
But depends on data & tokenizer



Everything: HELM, open-LLM leaderboard, 
and others

Holistic evaluation of language models (HELM) Huggingface open LLM leaderboard

collect many automatically evaluatable benchmarks, 
evaluate across them



What are common LM datasets?
• What do these 

benchmarks 
evaluate on?

• A huge mix of 
things!



MMLU
Massive Mul7task Language 
Understanding (MMLU) 
[Hendrycks et al., 2021]

New benchmarks for measuring LM 
performance on 57 diverse knowledge 
intensive tasks



Examples from MMLU



Other capabilities: code

Nice feature of code: evaluate 
vs test cases

Metric: Pass@1 (Pass @ k 
means one of k outputs pass)

GPT4: ~67%



Other capabilities: agents

• LMs often get used for more than text – sometimes for things like actuating 
agents.

• Challenge: evaluation need to be done in sandbox environments



Issues and challenges 
with evaluation

49 See hSps://www.ruder.io/nlp-benchmarking/

http://www.ruder.io/nlp-benchmarking/


Consistency issues

[Alzahrani et al 2024]



Consistency issues: MMLU
• MMLU has many implementa;ons:

• Different prompts
• Different generations

• Most likely valid choice
• Probability of gen. answer
• Most likely choice



Contamination and overfitting 
issues

Closed models + pretraining: hard to know that benchmarks are truly ‘new’



Overfitting issue

Reach “human-level” performance too quickly



Alleviating overfitting

• Control the number of times one can 
see the test set

Private test set Dynamic test set

• Constantly change the inputs



Alleviating contamination: detectors

• Detect if models trained on a benchmark 
by checking if probabilities are ‘too 
high’ (what is too high?). Often 
heuristic.

Min-k-prob Exchangeability test

62

• Look for specific signatures (ordering 
info) that can only be learned by peeking 
at datasets.



Monoculture of NLP 
benchmarking

Most papers only evaluate on English and performance (accuracy)



Multilingual benchmarking
• Benchmarks exist, we should use them!

• MEGA: Mul;lingual Evalua;on of Genera;ve AI
• 16 datasets, 70 languages

• GlobalBench:
• 966 datasets in 190 languages.

• XTREME: A Massively Multilingual Multi-task Benchmark for Evaluating Cross-
lingual Generalization
• 9 tasks, 40 languages

• Multlingual Large Language Models Evaluation Benchmark
• MMLU / ARC / HellaSwag translated in 26 languages

• DialectBench (evaluate different tasks on dialects of languages)



Reduce single metric issue
• Performance is not all we care about:

• Computational efficiency
• Biases
• …

• Taking averages for aggregation is unfair for minorized groups
• Different preferences for different people



Consider computational 
efficiency

• MLPerf: t immee to achieve desired quality target



Consider biases
• DiscrimEval: template-based. How would decision change based on the group.



Other biases in our evaluations

• Biased metrics
• E.g. n-gram overlap-based metrics (BLEU / ROUGE) are not suited for language with 

rich morphology or if unclear tokeniza;on

• Biased LLM-based evaluations
• E.g. LLM preferences are likely representative of a small subgroup



The challenges of challenges: 
status quo issue

• Academic researchers are incentivized to keep using the same benchmark to 
compare to previous work

• 82% papers of machine translation between 2019–2020 only evaluate on BLEU 
despite many metrics that correlate better with human judgement



Evaluation: Takeaways
• Closed ended tasks

• Think about what you evaluate (diversity, difficulty)

• Open ended tasks
• Content overlap metrics (useful for low-diversity seGngs)
• Chatbot evals – very difficult! Open problem to select the right examples / eval

• Challenges
• Consistency (hard to know if we’re evaluating the right thing)
• Contamina&on (can we trust the numbers?)
• Biases

• In many cases, the best judge of output quality is YOU!
• Look at your model generaEons. Don’t just rely on numbers!



As AI systems become more interactive, what 
would a benchmark look like



Generative AI Agents

https://arxiv.org/pdf/2304.03442.pdf



BabyAGI
https://github.com/yoheinakajima/babyagi
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