
Efficiency Cont., Multimodality
CSE 5525: Foundations of Speech and Natural Language 

Processing
https://shocheen.github.io/courses/cse-5525-spring-2025

Slide Credits: Greg Durrett, Ana Marasović



Logistics

• Final project:

• Mid-project report is due March 28 (this Friday!). No slip days.

• Project presentations: April 16, 18.

• Final project report due date: April 25. 

• Guest lectures next week (Retrieval, Agents) – No quiz

• One more quiz the week after (we will take top 1 out of 3).
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Your Feedback
(The link is still open)

• Too much work load

• HW3 was harder than expected

• Harsh will do an extended OH next week (to discuss HW3, answer
questions)

• More interaction, more implementation, review basics more, include 
more recent developments.



Last Lecture
‣ Decoding optimizations: exact decoding, but faster
‣ Speculative decoding (draft model + regular model)
‣ Medusa heads

‣ Model compression
‣ Quantizing LLMs (16 bit, 8 bit, 4 bit) 
‣ Pruning LLMs

‣ Flash attention

‣ Distilling LLMs



Model Compression



Model Compression

1.Quantization
• keep the model the same but reduce the number of bits
2.Pruning
• remove parts of a model while retaining performance
3.Distillation
• train a smaller model to imitate the bigger model



Pruning



Pruning
• Remove parameters from the model after training



Pruning vs Quantization
• Quantization: no parameters are changed*, up to k bits of 

precision

• Pruning: a number of parameters are set to zero, the rest 
are unchanged



Sheared Llama

Mengzhou Xia et al. (2023)

‣ Idea 1: 
targeted 
structured 
pruning

‣ Parameterization and 
regularization encourage 
sparsity, even though the 
z’s are continuous

‣ Idea 2: continue training the model 
in its pruned state



Sheared Llama

Xia et al. (2023)

‣ (Slightly) better than models that were “organically” trained at these 
larger scales



Approaches to Compression
‣ Pruning: can we reduce the number of neurons in the model?

‣ Knowledge distillation

‣ Classic approach from Hinton et al.: train a student model to match 
distribution from teacher



DistilBERT
figure credit: Tianjian Li

Suppose we have a classification model with output Pteacher(y | x)

Bring student distribution close to teacher distribution

Note that this is not using labels — it uses the teacher to “pseudo-label” 
data, and we label an entire distribution, not just a top-one label 



DistilBERT

Sanh et al. (2019)

‣ Use a teacher model as a large neural network, such as BERT

‣ Make a small student model that is half the layers of BERT. Initialize with 
every other layer from the teacher

figure credit: Tianjian Li



DistilBERT

Sanh et al. (2019)



Current practices of Distillation

• Take a large generalist LLM, like GPT-4, take a set of examples without 
labels

• Generate labels from the LLMs (pseudo-labels, but highly accurate)

• Finetune small models with this data

‣ This has become standard practice in training many open-source models. 
‣ Also referred to ask “synthetic data generation”



Where is this going?

‣ Better GPU programming: as GPU performance starts to saturate, we’ll 
probably see more algorithms tailored very specifically to the 
affordances of the hardware

‣ Small models, either distilled or trained from scratch: as LLMs gets 
better, we can do with ~7-30B scale what used to be only doable with 
ChatGPT (GPT-4)

‣ Continued focus on faster inference: faster inference can be highly 
impactful across all LLM applications



Multimodality







LMs today can process more than just text

AI or Not game. Is this image real or AI? Can you tell? Take the test Introducing 4o Image Generation | OpenAI

https://sightengine.com/ai-or-not?version=2024Q3
https://openai.com/index/introducing-4o-image-generation/


LMs today can 
process more 
than just text

AI or Not game. Is this image real or AI? Can you tell? Take the test

https://sightengine.com/ai-or-not?version=2024Q3


Goals of Today’s Lecture
Goal: Learn how some LLMs work with more than just text

⚘ Motivation for V&L models

⚘ Vision Transformer

⚘ Classification with Image+Text Input

⚘ Generation with Image+Text Input

⚘ Video Processing (briefly)

⚘ Speech Processing (briefly)
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Computer Vision
Convolutional NNs (+ResNets)

Natural Lang. Proc.
Recurrent NNs (+LSTMs)

Translation
Seq2Seq

Speech
Deep Belief Nets (+non-DL)

[1] CNN image CC-BY-SA by Aphex34 for Wikipedia https://commons.wikimedia.org/wiki/File:Typical_cnn.png
[2] RNN image CC-BY-SA by GChe for Wikipedia https://commons.wikimedia.org/wiki/File:The_LSTM_Cell.svg 

GRBM

RBM

RBM

DBN

DBN

DBN

RL
BC/GAIL

[1]

[2]

Slide by: Lucas 



Computer Vision Natural Lang. Proc.

TranslationSpeech

Reinf. Learning

Graphs/Science

Transformer image source: "Attention Is All You Need" paper Slide by: Lucas 



Vision Transformer (ViT)

An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale
Tutorial 11: Vision Transformers
Figure: https://github.com/lucidrains/vit-pytorch/blob/main/images/vit.gif

https://arxiv.org/abs/2010.11929
https://lightning.ai/docs/pytorch/latest/notebooks/course_UvA-DL/11-vision-transformer.html
https://github.com/lucidrains/vit-pytorch/blob/main/images/vit.gif


An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale
Figure: Tutorial 11: Vision Transformers

An example of turning a 32x32 image into a sequence of 64 
patches of size 4x4

https://arxiv.org/abs/2010.11929
https://lightning.ai/docs/pytorch/latest/notebooks/course_UvA-DL/11-vision-transformer.html


ViT – Input embeddings 

Flatten the patch by going through all the pixels of the patch row by row

flatten



ViT – Input embeddings (cont.)



Figure source: https://medium.com/machine-intelligence-and-deep-learning-lab/vit-vision-transformer-cc56c8071a20

https://medium.com/machine-intelligence-and-deep-learning-lab/vit-vision-transformer-cc56c8071a20


Vision Transformer tutorial: 

https://lightning.ai/docs/pytorch/latest/notebooks/course_UvA-DL/11-vision-
transformer.html

https://lightning.ai/docs/pytorch/latest/notebooks/course_UvA-DL/11-vision-transformer.html
https://lightning.ai/docs/pytorch/latest/notebooks/course_UvA-DL/11-vision-transformer.html


Vision Transformer (ViT)

An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale
Tutorial 11: Vision Transformers
Figure: https://github.com/lucidrains/vit-pytorch/blob/main/images/vit.gif

We learned that pretraining helps!

https://arxiv.org/abs/2010.11929
https://lightning.ai/docs/pytorch/latest/notebooks/course_UvA-DL/11-vision-transformer.html
https://github.com/lucidrains/vit-pytorch/blob/main/images/vit.gif


Grounding in Images

33 the girl is licking the spoon of batter

‣ How would you describe this image?

‣ What does the word “spoon” evoke?



Grounding Spoon

34



CLIP [Radford et al., 2021]; Conference presentation

– Contrastive pretraining

N images

N texts

Only pairs on the 
diagonal match

⇒ Think about each row as a logit vector
⇒ Use cross-entropy loss

35

https://arxiv.org/abs/2103.00020
https://slideslive.com/38958587/learning-transferable-visual-models-from-natural-language-supervision


CLIP [Radford et al., 2021]; Conference presentation

– Contrastive pretraining pseudocode

An open-sourced implementation of CLIP: https://github.com/mlfoundations/open_clip 36

https://arxiv.org/abs/2103.00020
https://slideslive.com/38958587/learning-transferable-visual-models-from-natural-language-supervision
https://github.com/mlfoundations/open_clip


CLIP [Radford et al., 2021]; Conference presentation

– Image classification
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https://arxiv.org/abs/2103.00020
https://slideslive.com/38958587/learning-transferable-visual-models-from-natural-language-supervision


CLIP [Radford et al., 2021]; Conference presentation

Original repository, zero-shot prediction: 
https://github.com/openai/CLIP#zero-shot-prediction

In ecosystem: 
https://huggingface.co/docs/transformers/model_doc/clip

Independently trained and larger CLIP: 
https://github.com/mlfoundations/open_clip
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https://arxiv.org/abs/2103.00020
https://slideslive.com/38958587/learning-transferable-visual-models-from-natural-language-supervision
https://github.com/openai/CLIP#zero-shot-prediction
https://huggingface.co/docs/transformers/model_doc/clip
https://github.com/mlfoundations/open_clip


Goals of Today’s Lecture
Goal: Lean how some LLMs that take more than just text

⚘ Motivation for V&L models

⚘ Vision Transformer

⚘ Classification with Image+Text Input

⚘ Generation with Image+Text Input

⚘ Video Processing

⚘ Speech Processing
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Multimodal Classification



An example of multimodal tasks

41
[Hessel, Marasović, et al., 2023]

https://arxiv.org/abs/2209.06293


An example of multimodal tasks

42
[Hessel, Marasović, et al., 2023]

https://arxiv.org/abs/2209.06293


Simple, yet strong baseline for vision-and-text classification
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Goals of Today’s Lecture
Goal: Lean how some LLMs that take more than just text

⚘ Motivation for V&L models

⚘ Vision Transformer

⚘ Classification with Image+Text Input

⚘ Generation with Image+Text Input

⚘ Video Processing

⚘ Speech Processing
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Not constrained to classification

45Source: OpenAI Blog

https://openai.com/research/gpt-4


GPT-4o: Not constrained to classification

46
Source: OpenAI Blog

https://openai.com/research/gpt-4


Four components of a simple and standard design of 
combining a language model with a vision encoder 
Image encoder:

⚘ Image preprocessing: Turn an image into a sequence of patches
⚘ A pretrained Vision Transformer image encoder that first maps each of image patches into input 

embeddings, then transforms them using many self-attention and FF/MLP layers

Cross modal connector

⚘ A connector that projects the vision embeddings (from e.g. final layer) to the language model’s 
input dimension with an FFNN/MLP 

⚘ Initially randomly initialized 

A pretrained decoder-only Transformer LLM

⚘ Prepend projected vision embeddings to the token embeddings



LLaVA: Visual Instruction Tuning https://llava-vl.github.io/

Strong pretrained vision and language models 

● Vision encoder: CLIP-ViT-L/14
● Language model: LLaMA-2, etc.

Cross modal connector 

● Linear projection

Tuning the model for following multimodal instructions

● Use image captions from available datasets
● Prompt text-only GPT-4 to generate (instruction, output) pairs 
● 158K instructions

First tune only the projection, then tune the projection and LM 
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https://llava-vl.github.io/


[Deitke et al., 2024]

https://arxiv.org/abs/2409.17146


Molmo[Deitke et al., 2024]

Image encoder:  OpenAI’s ViT-L/14 336px CLIP model

● It can be reproduced from scratch as shown by MetaCLIP, but is trained for high resolution images

Cross modal connector 

● Linear projection

Language model:  Fully open OLMo-7B-1024, fully open OLMoE-1B-7B, open-weight Qwen2 7B, or 
open-weight Qwen2 72B 

Pretraining: Caption generation using the new PixMo-Cap dataset

Instruction finetuning: PixMo-AskModelAnything, PixMo-Points, PixMo-CapQA, PixMo-Docs, PixMo-
Clocks + Academic datasets

https://molmo.allenai.org/blog

https://arxiv.org/abs/2409.17146
https://molmo.allenai.org/blog


Goals of Today’s Lecture
Goal: Lean how some LLMs that take more than just text

⚘ Motivation for V&L models

⚘ Vision Transformer

⚘ Classification with Image+Text Input

⚘ Generation with Image+Text Input

⚘ Video Processing

⚘ Speech Processing
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Llama 3.2



Llama 3.2 (cont.)
Image encoder:  

● Vision Transformer pretrained from scratch
● 224 x 224 resolution; 14 x 14 patches
● The size of patch embeddings = 7680
● Features from the 4th, 8th, 16th, 24th and 31st layers are also provided in addition 

to the final layer features

Cross modal connector: 

● Cross-attention
● Introduce substantial numbers of additional trainable parameters into the model: 

for Llama 3 405B, the cross-attention layers have ≈100B parameters

Language model:  Llama 3.1



Llama 3.2 – Video processing
Llama 3.2 takes as input up to 64 uniformly sampled frames from a full video

Each frame is processed by the image encoder

Temporal structure in videos through two components:
1. Encoded video frames are aggregated by a temporal aggregator which merges 32 

consecutive frames into one 
a. Temporal aggregator = Perceiver resampler [Jaegle et al., 2021]

2. Extra video cross attention layers are added before every 4th image cross attention layer

https://arxiv.org/abs/2103.03206


Goals of Today’s Lecture
Goal: Lean how some LLMs that take more than just text

⚘ Motivation for V&L models

⚘ Vision Transformer

⚘ Classification with Image+Text Input

⚘ Generation with Image+Text Input

⚘ Video Processing

⚘ Speech Processing
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We didn’t cover speech in class…



Analog signal
Goal: Raw wavefile ⇒ Sequences of log mel spectrum vectors

Raw wavefile contains info about changes in air pressure caused the specific way that air passes through the 
glottis [the middle region inside your voice box that contains your vocal cords] & out the oral or nasal cavities

The graph measures the amount of compression or rarefaction (uncompression) of the air molecules

[Jurafsky & Martin Section 16.2]

https://web.stanford.edu/%7Ejurafsky/slp3/ed3bookaug20_2024.pdf


Sampling and Quantization
Next steps: Transform a waveform, a 2D plot of air pressure changes (y-axis) over time (x-axis) into a 
sequence of 80-dimensional log Mel spectrum vectors

Sampling:

● Turn a waveform into a sequence of amplitude values [loudness] sampled at regular intervals (e.g., 16 
kHz)

● Sampling rate: Number of samples/sec (e.g., 16 kHz for high-quality audio)
● Creates a A 1D array of sampled amplitudes 

Quantization:

● Digital systems work with discrete values rather than continuous ones
● Represents amplitudes as integers (e.g., 8-bit or 16-bit)
● Reduces continuous signal values into discrete levels

[Jurafsky & Martin Section 16.2]

https://web.stanford.edu/%7Ejurafsky/slp3/ed3bookaug20_2024.pdf


Windowing

Key parameters:

● Window size (e.g., 25 ms): The duration of the analyzed segment
● Frame stride (e.g., 10 ms): The interval at which consecutive windows are started ⇒ overlapping analysis 

allowed

Window types:

● Rectangular: Abrupt cutoff at edges
● Hamming: Smooth tapering at edges

Windowing results in a 2D array where each row corresponds to the samples in a window

Speech analyzed in small stationary windows

● Assumption: within small time windows, the 
properties of a speech signal (such as its frequency 
content) remain relatively constant

[Jurafsky & Martin Section 16.2

https://web.stanford.edu/%7Ejurafsky/slp3/ed3bookaug20_2024.pdf


Discrete Fourier Transform (DFT)
Next: Analyze the signal in the frequency domain rather than the time domain

A signal contains energy distributed across various frequencies

Spectral information: The breakdown of how much energy (or power) is present at each frequency 
band

Fast Fourier Transform (FFT): Efficient computation of DFT for signal analysis

[Jurafsky & Martin Section 16.2]

https://web.stanford.edu/%7Ejurafsky/slp3/ed3bookaug20_2024.pdf


Mel Filter Bank
The results of the FFT tell us the energy at each frequency band

Human hearing is not equally sensitive at all frequency bands; it is less sensitive at higher frequencies

● This bias toward low frequencies helps human recognition, since information in low frequencies  is 
crucial for distinguishing vowels or nasals, while information in high frequencies is less crucial for 
successful recognition

Mel is a unit of pitch [the degree of highness or lowness of a tone] ⇒ Convert frequency to Mel scale

[Jurafsky & Martin Section 16.2]

https://web.stanford.edu/%7Ejurafsky/slp3/ed3bookaug20_2024.pdf


Log
The human response to signal level is logarithmic: Humans are less sensitive to slight differences in 
amplitude at high amplitudes than at low amplitudes 

➔ Take the log of each of the mel spectrum values! 

Using a log also makes the feature estimates less sensitive to variations in input such as variations 
due to the speaker’s mouth moving closer or further from the microphone

[Jurafsky & Martin Section 16.2]

https://web.stanford.edu/%7Ejurafsky/slp3/ed3bookaug20_2024.pdf


Audio Spectrogram Transformer [Gong et al., 2021]

https://arxiv.org/abs/2104.01778


Qwen2-Audio[Chu et al., 2024]

https://arxiv.org/abs/2407.10759
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