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LLMs are Everywhere

https://labelyourdata.com/articles/llm-model-size 

https://lmarena.ai/ 
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LLMs are Incredibly Powerful

https://arxiv.org/pdf/2501.12948 

https://arxiv.org/pdf/2303.08774 

Exam results (ordere 
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However, LLMs have some 
fundamental limitations…
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Where did NLP' researcher S:achi11 Kumar work after getfing h'is PhD? 

Assis:ta,nt 

After earning his PhD., NLP researcher Sachin Kumar worked as a Research Scientist c IBM Research. 

S.achin Kumar. an NILP researcher. work,ed it Microsoft atb ~r obtaining his P'hD. 

Sachin Kumar worked .:: t Amazon AWS Al 1 fter obtaining his PhD in Natural Language Processing. 

Sachin Kumar, after obtaining his PhD, worked at Google Al. If y, PU have more specific questions about his 

work or projects, foel free to ask! 
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Catastrophic Errors as Results of LM Hallucinations

8

Humiliated lawyers fined 
S5,000 for submitting 
ChatGPT hallucinations in 
courl: 'l heard about this 
new site. which I falsely 
assumed was, like, a super 
search engine' 



Fundamental LLM Limitations
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???

- #1 and #3 are 

not from Sachin

- #2 is not real!

User 

What are some of NLP researcher Sachin Kumar's most famous papers? 

Assistant 

Sachin Kumar is a notable researcher in the field of Natural Language Processing (NLP). Some of his well­

known papers include: 

1. "Dialogue Natural Language Inference" - This paper explores the task of natural language inference in 

the context of dialogues, aiming to understand entailment and contradiction in conversational settings. 

2. "A Framework for Modeling Information Cascades in Online Media" - This work presents a framework 

for understanding how information spreads across online platforms, which is crucial for analyzing 

trends and misinformation. 

3. "Tree Structured Decoding for Solving Math Word Problems" - This paper introduces a novel approach 

to solving math word problems using tree-structured decoding, enhancing the ability of models to 

understand and solve complex problems. 

These papers reflect his contributions to advancing the understanding and capabilities of NLP systems in 

various contexts. 
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Hallucinations
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Costs of adaptations 
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Large parameter size

Lack of attributions
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New York T imes lawsuits 

against OpenAI

Core limitations of parametric LMs
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Hallucinations

Lack of attributions
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Large parameter size

Lack of attributions

Costs of adaptations 

Lack of attributions

Language model

Crawled Web data in 2022 

Core limitations of parametric LMs
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Hallucinations

Lack of attributions

Costs of adaptations 

Copyright /  privacy

Large parameter size

Lack of attributions

Costs of adaptations 
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Language model

Retrain LMs using 2024 data

Core limitations of parametric LMs
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Fundamental LLM Limitations

Hallucinations Lack of 
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• Many techniques have been developed to update the internal knowledge 
of LLMs such as model editing and continual pretraining, potentially 
addressing the data privacy and continual learning problems.

• However, these techniques struggle with both performance and 
scalability (MQuAke, EvolvingQA).

MQuAKE: Assessing Knowledge Editing in Language Models via Multi-Hop Questions (Zhong, Zexuan et al., EMNLP 2023)
Carpe diem: On the Evaluation of World Knowledge in Lifelong Language Models (Kim et al., NAACL 2024)
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What is Retrieval-Augmented Generation (RAG)?

6

LM

 The capital city of Ontario is Toronto

Training time

LM

 The capital city of Ontario is _____

Test time

How do such parametric LMs work?
Standard LLM Generation

'' 



What is Retrieval-Augmented Generation (RAG)?

Retrieval-Augmented Generation
Retrieval-augmented LMs

9

LM

 The capital city of Ontario is Toronto

Training time

LM

 The capital city of Ontario is _____

Test time

Datastore!



What is Retrieval-Augmented Generation (RAG)?

Inference

10

Datastore

Index

LMQuery

Input

► 



What is Retrieval-Augmented Generation (RAG)?

Inference: Datastore

11

Datastore

Index

LM

Raw text corpus

Input

Query

At least billions~trillions of tokens
Not labeled datasets

Not structured data (knowledge bases)

► 



What is Retrieval-Augmented Generation (RAG)?

Inference: Index

12

Datastore

Index

LM

Input

Query

Find a small subset of elements in a datastore 
that are the most similar to the query

Retrieval input
(not necessarily input to the LM)



What is Retrieval-Augmented Generation (RAG)?

Inference: Search

13

Datastore

Index

LM

Input

Query

Retrieval

► 



What is Retrieval-Augmented Generation (RAG)?

Inference: Incorporation

14

Datastore

Index

LM

Input

Query

► 



Lecture Overview

• What is retrieval-augmented generation (RAG)?

• Why do we need retrieval-augmented generation (RAG)?

• RAG: Architecture and Training

• Open Questions

• Beyond RAG: LLM Continual Learning



Why do we need retrieval-augmented generation 
(RAG)?

• Answer: RAG addresses all of these!
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RAG Reduces Hallucination & Grants Attribution
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User 

Where did NLP researcher Sachin Kumar work after getting his PhD? 

Retrieved from Sachin Kumar's website: 

I was a postdoctoral researcher at the Allen Institute for Al (Al2) from August 2023-August 2024. I obtained 

my Ph.D. at the Language Technologies Institute at Carnegie Mellon University (CMU) in August 2023 with 

the final two years of my PhD spent visiting the University of Washington in Seattle.""" 

Assistant 

After obtaining his Ph.D., Sachin Kumar worked as a postdoctoral researcher at the Allen Institute for Al 

(Al2) from August 2023 to August 2024. 
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Hallucinations

Lack of attributions

Costs of adaptations 

Copyright /  privacy

Large parameter size

Mallen*, Asai* et al. When Not to Trust Language Models: Investigating Effectiveness of 

Parametric and Non-Parametric Memories (Best Video; Oral) 2023. 

Significant improvements across model scale, 

with larger gain with smaller LMs

QA 

Mallen*, Asai" et al. When Not to Trust Language Models: Investigating Effectiveness of Parametric and 

Non-Parametric Memories (Best Video; Oral)

■ Vanilla ■ Retrieval+ 

37.5 
;,'i! 

>-
(.) 

25 e 
:::, 
(.) 

~ 
12.5 

0 
GPT-1.38 GPT-3 (003) 



Fundamental LLM Limitations

30

Hallucinations

Lack of attributions

Costs of adaptations 

Copyright /  privacy

Large parameter size

Lack of attributions

Costs of adaptations 

Lack of attributions

Copyright /  privacy

Costs of adaptations 

Min* and Gururangan* et al., SILO Language Models: Isolating Legal 

Risk In a Nonparametric Datastore. ICLR 2024. 

Segregating copyright-sensitive data from 

pre-training data

How retrieval-augmented LMs solve the issues? Hallucinations Lack of 
Attribution

Lack of       
Data Privacy

No Continual 
Learning
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Input

Index 

(2021)

Query

Output2024

Kasai et al.,. REALTIME QA: What’s the Answer Right Now. 

NeurIPS Dataset and Benchmark 2023. 
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• Beyond RAG: LLM Continual Learning



RAG Architecture
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Datastore

Index

LMQuery

Input
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RAG Architecture

• Two main components:

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12
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RAG Architecture

• Let’s first explore how the retriever module is used, the different forms it 
can take and how it can be improved through training.

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12



Retrieval Module: Usage Overview

Inference: Index 

Goal: find a small subset of elements in a datastore 
that are the most similar to the query 

sim: a similarity score between two pieces of text 

■§!111 •11 sim(i,j) = Encoder(i) • EncoderU) 
Maps the text into an h-dimensional vector 

An entire field of 
study on how to get 

(or learn) the 
similarity function 

better 
(We'll see some later!) 



Retrieval Module: Usage Overview

Inference: Index 

Goal: find a small subset of elements in a datastore 
that are the most similar to the query 

sim: a similarity score between two pieces of text 

Can be a totally separate research area on 
how to do this fast & accurate 

Index: given q, return argTop-kdE~sim(q, d) through fast nearest neighbor search 

k elements from a datastore 

https:/ /github.com/ 
facebookresearch/faiss/wiki/ 



Retrieval Module: Designs

Sparse retrieval models:TF-IDF / BM25 

In 1997, Apple merged with NeXT, 
and Steve Jobs became CEO of . . . [O, O, 0.4, O, 0-8, O.?, • • .] 

r---------------- ➔ ) Lexical overlap 

Jobs returned to Apple as CEO 
after the company's acquisition ... 

Text chunks 

[0, 1.2, 0.4, 0, 0.8, 0, ... ] 

Sparse vectors 

No training needed! 

Ramos, 2003. "Using TF-IDF to Determine Word Relevance in Document Queries" 

Robertson and Zaragoza, 2009. "The Probabilistic Relevance Framework: BM25 and Beyond" 



Retrieval Module: Designs

Dense retrieval models: DPR (Karpukhin et al. 2020)

Encoder Encoder

Query Text chunks

q

Inner Product Similarity

18Karpukhin et al., 2020. “Dense Passage Retrieval for Open-Domain Question Answering”

Dense vectors 0000000 

i 



Retrieval Module: Designs

Dense retrievers: Inference

19

Encoder

Query

Corpus

Index

Encoder

Maximum inner-product search

0 000 

-+ 



Retrieval Module: Training

Dense retrievers: Inference

20

Encoder

Query

Corpus

Index

Encoder

Maximum inner-product search

How to train dense retrieval models?

0 000 

-+ 



Retrieval Module: Training

Training dense retrieval models: DPR

Encoder Encoder

Query Text chunks

q

Inner Product Similarity

21

i 



Retrieval Module: Training

Training dense retrieval models: DPR

Encoder Encoder

Query Text chunks

q

Inner Product Similarity

L(q,p+,p−
1 ,p−

2 ,…,p−
n )

= − log
exp(sim(q, p+))

exp(sim(q,p+)) + ∑
n

j=1
exp(sim(q, p−

j ))

22
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Retrieval Module: Training

Training dense retrieval models: DPR

Encoder Encoder

Query Text chunks

q

Inner Product Similarity

L(q,p+,p−
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2 ,…,p−
n )

= − log
exp(sim(q, p+))

exp(sim(q,p+)) + ∑
n
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exp(sim(q, p−

j ))
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Retrieval Module: Training

Training dense retrieval models: DPR

Encoder Encoder

Query Text chunks

q

Inner Product Similarity
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Retrieval Module: Training

Training dense retrieval models: DPR

Encoder Encoder

Query Text chunks

q

Inner Product Similarity

L(q,p+,p−
1 ,p−

2 ,…,p−
n )

= − log
exp(sim(q, p+))

exp(sim(q,p+)) + ∑
n

j=1
exp(sim(q, p−

j ))
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Positive passage

Negative passages 
Too expensive to consider all negatives!
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Retrieval Module: Training

Training with "in-batch" negatives 

Training batch 
ql ,,:i-

. ~. It was incorporated 

I Who founded by Jobs and Wozniak 
Apple? as Apple Computer, 

Inc. 1n 1977 .... 

exp(sim{q,p+)) 
log n 

exp(sim{q,p+)) + Lj=l exp(sim{q,pj-)) 

,,_:t-
What is the ~ '- 12-year-old Spanish 

name of football club Real 
Spain's most Madrid is undoubtedly 

famous soccer the best football club 
team? Spain has ever ... 

... ... 
G .,+ 

Who was the Thomas Umunnakwe 
first ministry Aguiyi-lronsi seized 

power during the 
head of state in ensuing chaos after 

Nigeria? the 15 January ... 



Retrieval Module: Training

Training with "in-batch" negatives 

Training batch 

L(q,W+~PI,P2, · · .,p;;J 

exp(sim(q,p+)) 
log-------------

exp(sim(q,p+)) + LJ 1 exp(sim(q,pj-)) 

qi 
positive 

I Who founded 
Apple? 

What is the ~ L. 
name of 

Spain's most 
famous soccer 

team? 

... 
l 

Who was the 
first ministry 

head of state in 
Nigeria? 

r>+ 

... It was incorporated 
by Jobs and Wozniak 
as Apple Computer, 
Inc. in 1977 .... 

r>j-
12-year-old Spanish 
football club Real 
Madrid is undoubtedly 
the best football club 
Spain has ever ... 

... 
r>+ 

Thomas Umunnakwe 
Aguiyi-lronsi seized 
power during the 
ensuing chaos after 
the 15 January ... 



Retrieval Module: Training

Training with "in-batch" negatives 

Training batch 

B
···············································~ 

L(q, P1,P2, · · .,p;)I .................................................. 

exp(sim(q,p+)) 
-log------------­

exp(sim(q,p+)) + LJ 1 exp(sim(q,pj-)) 

Back-propagation to all in-batch negatives! 

qi 
positive 

I Who founded 
Apple? ~ ...... 

... .. 
\ •· ... 

What is the ~ L. 
... .. 

name of 

\·-..... 
Spain's most 

famous soccer 
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... neg•\:: l 

Who was the 
first ministry 

head of state in 
Nigeria? 

r>+ 

... It was incorporated 
by Jobs and Wozniak 
as Apple Computer, 
Inc. in 1977 .... 

r>j-
12-year-old Spanish 
football club Real 
Madrid is undoubtedly 
the best football club 
Spain has ever ... 

... 
r>+ 

Thomas Umunnakwe 
Aguiyi-lronsi seized 
power during the 
ensuing chaos after 
the 15 January ... 



Retrieval Module: Training

Contriever (lzacard et al. 2022) 

Independent Cropping 

Apple merged with NeXT 

an 
hi ~~!l'!!""!~~~~"'l"!!!'l'~'!!!!"!!!!'!!!!!!'"l!.!i 

Positives 

th aviour of h1 
was largely res I Steve Jobs became CEO of I 

Unsupervised dense retrieval model! 

lzacard et al., 2022. "Unsupervised Dense Information Retrieval with Contrastive Learning" 



RAG Architecture

• We can now take a step back again to understand a few complete simple 
RAG systems.

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
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Chunks/tokens

- Training retrieval models

- Training language models

12



Retrieval-in-context in LM (Ram et al. 2023)

• Simplest version of RAG, frozen retriever & LLM

x = World Cup 2022 was the last with 32 teams, before the increase to 

World Cup 2022 was the last with 32 teams, before the increase to 

+ 
Retrieval Model I BM25, DPR, Contriever, ... 

+ 
FIFA World Cup 2026 will expand to 48 teams. World Cup 2022 was the last with 32 teams, before the increase to 

[GPT, OPT, LLaMA~: ... : ] 

+ 
48 in the 2026 tournament. 

Ram et al. 2023. "In-Context Retrieval-Augmented Language Models" 



Retrieval-in-context in LM (Ram et al. 2023)
Retrieval-in-context in LM

34

Better retrieval model

Better base LMs 
Better retrieval-based LMs

Each component can be improved separately

■ No Retrieval ■ BERT ■ Contriever ■ Spider ■ BM25 

40 

10 
GPT-2 11 ?M (S) GPT-2 1.58 (XL) 

► 



Scaling RAG Systems (Shao et al 2024)

• Scaling the retrieval corpus → 
substantial perplexity and 
performance improvements.

• Boost is inversely proportional to 
LLM size.

• Save cost on LLM size while 
getting better performance & RAG 
benefits.

Shao et al. 2024. Scaling Retrieval-Based Language Models with a Trillion-Token Datastore.
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• w/ Retrieval X LM-Only 



RAG Training

• Now that we’ve looked at the very simplest RAG setting, let’s look at 
different methods to optimize the LLM for retrieval augmentation.

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12



RAG Training

Training language models 

◄. I f F -■ T F .. ,n 11 II T F •• 1 ••• 1 11111• 

Back-propagate 

Minimize -log PLM(Y Ix) 



RAG Training

Training language models

15

− log PLM(y| x)Minimize 

LMInput Output

Back-propagate

PaLMGPT LLaMA GPT-J

……

◄ T F • F W. 

• ••••• ••••• ••••• ••• 

F IMI l:IIWF • T F •• F W. 111•• 



RETRO (Borgeaud et al. 2021)

• Retrieval-augmented language model.

• Different attention mechanism to deal with retrieved chunks.

• This model is pretrained from scratch with a retrieval corpus.



RETRO (Borgeaud et al. 2021)Sequential training

- Retrieval models are first trained independently and then fixed

- Language models are trained with an objective that depends on the retrieval

Index

LM

Input

Output

Back- 

propagate

Stop-gradient

Retrieval model 

(pre-trained)

Datastore

45

+ 
► 

◄ -------x--------



RETRO (Borgeaud et al. 2021)

x = World Cup 2022 wasf he last with 32 teamsf etore the increase to 

X1 X2 X3 

Borgeaud et al., 2021. "Improving language models by retrieving from trillions of tokens" 



RETRO (Borgeaud et al. 2021)

x = World Cup 2022 wasf he last with 32 teamsf etore the increase to 

X1 X2 X3 

X1 --+ 1 k 
P1 • • • P1 

Xz --+ 1 k 
P2· • ·P2 

X3 --+ 1 k 
P3 .. • P3 



RETRO (Borgeaud et al. 2021)

. - . 

x = World Cup 2022 waf he last wtth 32 teamsf efore the increase to 

X1 Xz X3 

(k chunks of text per split) 

X1 
_ .. l k 

P1 • • • P1 E1 

Xz --+ l k 
E2 - P2· • ·P2 

X3 --+ l k 
P3· • ·P3 E3 



RETRO (Borgeaud et al. 2021)

' - , 

x = World Cup 2022 wafhe last wijh 32 teamsfetore the increase to 

X1 X2 X3 

_ .. 
--+ 
--+ 

-+ 

l k 
P1 • • • P1 

l k 
• P2 • • • P2 

Pi•· -P~ 

RETRO blocks (xL) 

(k chunks of text per split) 

-+ 



RETRO (Borgeaud et al. 2021)

x = World Cup 2022 wafhe last with 32 teamsfetore the increase to 

X1 X2 X3 
Very large! . 
600B tokens during training; (k chunks of text per split) 
1 .ST tokens durin inference. 

X1 - I k 
1 • • • P1 E1 

X2 - I k 
2 • .. P2 E2 

X3 - I k 
3 • • • P3 E3 

E1 E2 E3 

X1 

X2 -+ -+ 
X3 RETRO blocks (xL) 



RETRO (Borgeaud et al. 2021)

RETRO: Training 

X1 
_ _., 

l k 
P1 • • • P1 E1 

X2 
_ _., 

l k 
P2· • ·P2 E2 

X3 
_ _., 

l k 
P3 • .. P3 E3 

E1 E2 E3 

X1 

X2 .... .... 
X3 RETRO blocks (xL) 



RETRO (Borgeaud et al. 2021)

RETRO: Training 

_ .. l k 
P1 • • • P1 E1 

--+ l k 
P2· • ·P2 E2 

the index during training! --+ 1 k 
P3 • .. P3 E3 

◄----------------~---------------Stop-gradient 
E1 E2 E3 

-+ 

Back-propagate 



RETRO++ (Wang, Ping, Xu et al. 2023)

• Open-source version of RETRO w/ frozen RAG as well

• Shows improvements over GPT models

Tasks Small Medium XL XXL 
GPT RETRO GPT RETRO GPT RETRO GPT RETRO 

Knowledge-intensive Tasks 

HellaSwag 31.3 36.2 t4.9 43.2 46.2 t3.0 56.7 59.0 t2.3 72.3 70.6 -1,1.7 

BoolQ 59.3 61.8 t2.5 57.4 57.2 -1,0.2 62.2 62.7 t0.5 67.3 70.7 t3.4 

Knowledge-nonintensive Tasks 

Lambada 41.7 41.4 -1,0.3 54.1 55.0 t0.9 63.9 64.0 t0.l 73.9 72.7 -1,1.2 

RACE 34.6 32.5 -1,2.1 37.3 37.3 t0.0 40.8 39.9 -1,0.9 44.3 43.2 -1,1.l 

PiQA 64.3 64.8 t0.5 70.2 68.7 -1,1.5 73.7 74.1 t0.4 78.5 77.4 -1,1.l 

WinoGrande 52.4 52.0 -1,0.4 53.8 55.2 tl.4 59.0 60.1 tl.1 68.5 65.8 -1,2.7 

ANLI-R2 35.1 36.2 tl.1 33.5 33.3 -1,0.2 34.3 35.3 tl.0 32.2 35.5 t3.3 

HANS 51.5 51.4 -1,0.1 50.5 50.5 t0.0 50.1 50.0 -1,0.1 50.8 56.5 t5.7 

WiC 50.0 50.0 t0.0 50.2 50.0 -1,0.2 47.8 49.8 t2.0 52.4 52.4 to.0 

Avg. Acc. (t) 46.7 47.4 t0.7 50.0 50.4 t0.4 54.3 55.0 t0.7 60.0 60.5 to.5 



RAG Training

• RETRO (DeepMind) and RETRO++ (NVIDIA) are the only two retrieval-
augmented models that perform full-scale pretraining.

• Nevertheless, many works have explored ways to adapt current LLMs to 
obtain more powerful RAG systems.

• As examples of this, we will look at:
• Self-RAG (standard training) 

• RAG-RL (uses trendy RL concepts)



Self-RAG (Asai et al 2023)

• Fine-tuning a medium-sized LM to output the following tokens:

• These tokens guide the use of retrieval information in the generation 
procedure.

• Uses a larger model GPT-4 to generate training data

Asai et al. 2023. Self-RAG: Learning to Retrieve, Generate, and Critique through Self-Reflection.

Type Input Output Definitions 

I Retrieve I x I x,y {yes, no, continue} Decides when to retrieve with R 
I IsREL I x,d { relevant, irrelevant} d provides useful information to solve x. 
I ISSUP I x,d,y { fully supported, partially All of the verification-worthy statement in y 

supported, no support} is supported by d. 
I IsUsE I x,y {5,4,3,2, 1} y is a useful response to x. 



Self-RAG (Asai et al 2023)

Retrieval-Augmented Generation (RAG) 

Prompt How did US states get their names? 

Retriever 

Step 1: Retrieve K documents 

0 

8 

8 

Of the fifty states, eleven a.re named 
after an individual person. 

Popular names by states. In Texas, 
Emma is a popular baby name. 

California was named after a fictional 
island in a Spanish book. 

Step 2: Prompt LM with K docs and generate 

Prompt How did US states get their names? + 088 
US states got their names from a variety of 

~ sources. Eleven states are named after an 
~~ individual 

LM 

No infonnation in passages 

Prompt: Write an essay of your best summer vacation 

q O 8 8 ~ ~ ~ My best... 

Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG) 

Prompt How did US states get their names? Step 1: Retrieve on demand 

~ ~ US states got their names from a variety of sources. I Retrieve I -----------Q 
Step 2: Generate segment in parallel _____________ o- e o 

----- ---- , --
Prompt+O Prompt+ 8 Prompt+ 8 
~ J, 

I Relevant ! 11 of 50 state names 

come from persons. I Supported I Irrelevant I Texas is named 

after a Native American tribe 

I Relevant !california's name has its 
origins in a 16th-century novel 

----. 
Las Sergas de Esplandian. Partially 

Step 3: Critique outputs and select best segment [D 

--------[ODD) > 8 CJD > 8 D 
, B US states got their names from a variety of sources. 11 of 50 
~ Retrieve ~ Repeat ~ I • • • • states names are come from persons. 26 states are named 

after Native Americans, including Utah. 

Prompt Write an essay of your best summer vacation 

.Jr 
~ ~ I No Retrieval ! My best summer vacation is when my family and I embarked on a road trip along ... 



Self-RAG (Asai et al 2023)

• Outperforms other tool 
use methods and small 
LLMs

• Cons: Inference and 
training are both quite 
complicated and custom-
made.

LM 

Llama2-c13a 
Ret-Llama2-cna 
ChatGPT 
Ret-ChatGPT 
Perplexity.ai 

Llama21a 
Alpaca1a 
Llama213a 
Alpaca13a 
CoVE6sa * 

Short-form Closed-set Long-form generations (with citations) 
PopQA TQA Pub ARC Bio ASQA 

(ace) (ace) (ace) (ace) (FS) (em) (rg) (mau) (pre) (rec) 

!Ms with proprietary data 
20.0 
51.8 
29.3 
50.8 

14.7 
23.6 
14.7 
24.4 

59.3 
59.8 
74.3 
65.7 

30.5 
54.5 
38.5 
61.3 

49.4 38.4 55.9 
52.1 37.9 79.9 
70.1 75.3 71.8 
54.7 75.3 

- 71.2 

Baselines without retrieval 
34.2 21.8 44.5 
49.8 45.0 45.8 
29.4 29.4 53.4 
55.5 54.9 50.2 

- 71.2 

Baselines with retrieval 

22.4 29.6 
32.8 34.8 
35.3 36.2 
40.7 39.9 

7.9 15.3 
18.8 29.4 
7.2 12.4 

22.9 32.0 

28.6 
43.8 19.8 36.1 
68.8 
79.7 65.1 76.6 

19.0 
61.7 
16.0 
70.6 

Toolformer*6a 48.8 
Llama218 38.2 42.5 30.0 48.0 78.0 15.2 22.1 32.0 2.9 4.0 
Alpaca78 46.7 64.1 40.2 48.0 76.6 30.9 33.3 57.9 5.5 7.2 
Llama2-FT1a 48.7 57.3 64.3 65.8 78.2 31.0 35.8 51.2 5.0 7.5 
SAIL*1a 69.2 48.4 
Llama213a 45.7 47.0 30.2 26.0 77.5 16.3 20.5 24.7 2.3 3.6 
Alpaca13a 46.1 66.9 51.1 57.6 77.7 34.8 36.7 56.6 2.0 3.8 

- our-SELF-RAG-1; - - -54.9 - -66.4 - 12:-4- - 673 - sr.2- -fo:o- 7Jff - -14_3-- 66:-9- -61.s -
Our SELF-RAG 13a 55.8 69.3 74.5 73.1 80.2 31.7 37.0 71.6 70.3 71.3 



RAG-RL (Huang et al. 2025)

• One of several works exploring the use of reinforcement learning in RAG 
systems.

• Leverage post-training RL algorithm used in math coding: Group Relative 
Policy Optimization (GRPO)

• Uses simple rule-based rewards from supervised data.

Huang et al. 2025. RAG-RL: Advancing Retrieval-Augmented Generation via RL and Curriculum Learning.

'Rtota1 = Ranswer + Rcitation + Rtormatting • 



RAG-RL (Huang et al. 2025)

• Experimental settings are quite simple, only 10-20 “distractor” documents 
per question (not a real search engine setting).

• Some improvements in multi-hop setting.

Huang et al. 2025. RAG-RL: Advancing Retrieval-Augmented Generation via RL and Curriculum Learning.

HotpotQA MuSiQue 

Model / Curriculum Answer Fl Citation Fl Joint Fl Answer Fl Citation Fl Joint Fl 

Qwen2.5-7B-Instruct I - 60.65 36.47 45.55 25.88 25.35 25.61 
Qwen2.5-7B-Instruct I Max 68.52 71.55 70.00 46.06 64.66 53.80 
Qwen2.5-7B-Instruct I Linear 72.65 80.53 76.39 47.93 68.45 56.38 
Qwen2.5-7B-Instruct I Linear Shuffled 70.12 79.75 74.63 51.95 69.63 59.51 
Qwen2.5-7B-Instruct I Min-Max 74.97 81.25 77.98 55.13 69.27 61.40 
Qwen2.5-7B-Instruct / Min-Max Shuffled 72.12 80.40 76.09 52.44 69.91 59.93 

Table 1: Performance of models in the distractor setting. 



RAG Training

• We have now seen that both components can be trained separately with 
good results.

• Is this the best we can do??

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12



RAG Training

• Retrieval and generation depend on each other, wouldn’t it make sense to 
optimize them simultaneously?

• Who here can guess why this is challenging?

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12

Independent training

Retrieval models and language models are trained independently

Retriever

LMInput Output

Query
Datastore

Chunks/tokens

- Training retrieval models

- Training language models

12



RETRO (Borgeaud et al. 2021)
Sequential training

- Retrieval models are first trained independently and then fixed

- Language models are trained with an objective that depends on the retrieval

Index

LM

Input

Output

Back- 

propagate

Stop-gradient

Retrieval model 

(pre-trained)

Datastore

45

◄-------



RAG: Joint Training

Why is training challenging?

72

Index

LM

Input

Output

Datastore

Back- 

propagate

⚠
Too large! Expensive to update 

index during training!

Back-propagate

Query

⚠
Training LMs can 

be very expensive!

Why is joint training challenging?

◄, T I T • T F T q F II 



RAG: Joint Training

Why is training challenging?

72

Index

LM

Input

Output

Datastore

Back- 

propagate

⚠
Too large! Expensive to update 

index during training!

Back-propagate

Query

⚠
Training LMs can 

be very expensive!

Why is joint training challenging?

◄, T I T • T F T q F II 



RAG: Joint Training

53

RETRO: Training

Index
Retrieval 
Encoder

x1

x2

x3

p1
1 . . . pk

1

p1
2 . . . pk

2

p1
3 . . .pk

3

x1

x2

x3

LM 
Encoder

E1

E2

E3

EMB

RETRO blocks (xL)

ATTN CCA FFW
HEAD

E1 E2 E3

Back-propagate

⚠

Updating an index with 600B is 
extremely expensive!!

RETRO:Training 

X1 
_ .. 1 k 

P1 • • • P1 E1 

--+ 1 k 
E2 X2 - P2 • • • P2 

X3 --+ 1 k 
P3 • • • P3 E3 

-+ -+ 
RETRO blocks (xL) 

Back-propagate 



RAG: Joint Training

53

RETRO: Training

Index
Retrieval 
Encoder

x1

x2

x3

p1
1 . . . pk

1

p1
2 . . . pk

2

p1
3 . . .pk

3

x1

x2

x3

LM 
Encoder

E1

E2

E3

EMB

RETRO blocks (xL)

ATTN CCA FFW
HEAD

E1 E2 E3

Back-propagate

⚠

Updating an index with 600B is 
extremely expensive!!



RETRO (Borgeaud et al. 2021)

RETRO:Training 

X1 --+ I k 
P1 • • • P1 E1 

--+ I k 
E2 P2 • • • P2 

Fix the retrieval encoder and 
the index during training! --+ I k 

P3 • .. P3 E3 

◄----------------)(---------------Stop-gradient 
E1 E2 E3 

-+ -+ 
RETRO blocks (xL) 

Back-propagate 



RAG: Async Joint Training
Joint training w/ asynchronous index update

- Retrieval models and language models are trained jointly

- Allow the index to be “stale”; rebuild the retrieval index every T steps

Index

LM

Input

Output

Back- 

propagate

Datastore

Back-propagate w/  

asynchronous update

78

..................... ◄••••••••••• 



REALM (Guu et al. 2020)

82

Index

LM

x = The [MASK] at the top of the pyramid.

The pyramidion on top 

allows for less material 

higher up the pyramid.

q (=x) The pyramidion on top … the pyramid. 

… 

The [MASK] at the top of the pyramid.

pyramid

P(z| x) P(y| x,z)

Guu et al., 2020. “REALM: Retrieval-Augmented Language Model Pre-Training”

l .. 

11 



REALM: Training

83

Index

LM
The pyramidion on top 

allows for less material 

higher up the pyramid.

q (=x)
The pyramidion on top … the pyramid. 

… 

The [MASK] at the top of the pyramid.

pyramid

Pθ(z| x) Pθ(y| x, z)

Objective: maximize
∑
z∈� θ

Pθ(z| q)Pθ(y| q, z)

 : top-K retrieved chunks� θ



REALM: Training

84

Index

LM
The pyramidion on top 

allows for less material 

higher up the pyramid.

q (=x)
The pyramidion on top … the pyramid. 

… 

The [MASK] at the top of the pyramid.

pyramid

Pθ(z| x) Pθ(y| x, z)

Objective: maximize
∑
z∈� θ

Pθ(z| q)Pθ(y| q, z)

 : top-K retrieved chunks� θ

Back-propagation



REALM: Training

85

Index

LM
The pyramidion on top 

allows for less material 

higher up the pyramid.

q (=x)
The pyramidion on top … the pyramid. 

… 

The [MASK] at the top of the pyramid.

pyramid

Pθnew
(z| x) Pθnew

(y| x,z)

Objective: maximize
∑
z∈� θ

Pθ(z| q)Pθ(y| q, z)

Up-to-date parameters

Stale index;  

Update every T steps

 : top-K retrieved chunks� θ

a -



REALM: Index update rate 

How often should we update the retrieval index? 
- Frequency too high: expensive 
- Frequency too slow: out-dated 



REALM: Index update rate 

How often should we update the retrieval index? 
- Frequency too high: expensive 
- Frequency too slow: out-dated 

REALM: updating the index every 500 training steps 



REALM: Index update rate 

How often should we update the retrieval index? 
- Frequency too high: expensive 
- Frequency too slow: out-dated 

REALM: updating the index every 500 training steps 

40 -----------

35 

EM score on NQ 30 

25 

20 
REALM 30x slower update 



Atlas (Izacard et al. 2022)

89
Izacard et al., 2022. “Atlas: Few-shot Learning with Retrieval Augmented Language Models”

Masked Lan~ua1:e Modellim:: 
Bermuda Triangle is in the 

<MASK> of the Atlantic Ocean. 

Pre training 

Few-shot 

Fact checking: 
Bermuda Triangle is in the western 

part of the Himalayas. 

Question answerin1:: 
Where is the Bermuda Tricmgle? 

Atlas 

The Bermuda 
Triangle is an urban 
lef{endfocused on a 

loosely-defined 
region in the 

western part of the 
North Atlantic 

Ocean. 

western part 

False 

Western part of the 
North Atlantic Ocean 



Atlas (lzacard et al. 2022) 

Retrieval-based encoder-decoder model 

Jobs is CEO of 

-+ Jobs was raised ... Jobs is CEO of -+ D 
Index -+ Steve Jobs passed ... Jobs is CEO -+ 1 1-+ 

-+ Jobs cofounded ... Jobs is CEO of -+ □ 

Apple 

lzacard and Grave., 2020. "Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering" 



Atlas (lzacard et al. 2022) 

Jobs is CEO of 

-+ Jobs was raised ... Jobs is CEO of -+ 
Index -+ Steve Jobs passed ... Jobs is CEO of-+ 

-+ Jobs cofounded ... Jobs is CEO of -+ 

Retrieve docs & Process each doc independently using "Fusion-in-Decoder" Apple 

lzacard and Grave., 2020. "Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering" 



Atlas (Izacard et al. 2022)

Adapted to a lot of downstream tasks! (Section 5)

92

Masked Lan~ua1:e Modellim:: 
Bermuda Triangle is in the 

<MASK> of the Atlantic Ocean. 

Pre training 
--------------------------------------------
Few-shot 

Fact checking: 
Bermuda Triangle is in the western 

part of the Himalayas. 

Question answerin1:: 
Where is the Bermuda TriLlngle? 

Atlas 

The Bermuda 
Triangle is an urban 
le{?endfocused on a 

loosely-defined 
region in the 

western part cf the 
North Atlantic 

Ocean. 

western part 

False 

Western part of the 
North Atlantic Ocean 



• In Atlas, the authors look at many different training loss functions.

• No loss function was found to be better in every setting.

• Perplexity distillation worked well in several settings
• We will focus on that loss as an example.

Atlas: Retriever training 

64-shot 1024-shot 

MLM NQ WoW FEVER Avg. NQ WoW FEVER Avg. 

Closed-book 1.083 6.5 14.1 59.0 26.5 10.7 16.5 75.3 34.2 
No Joint pre-training 9.0 14.1 67.0 30.0 9.9 16.6 78.3 34.9 
Fixed retriever 0.823 39.9 14.3 72.4 42.2 45.3 17.9 90.0 51.1 
ADist 0.780 40.9 14.4 73.8 43.0 46.2 17.2 90.9 51.4 
EMDR 2 0.783 43.3 14.6 72.1 43.3 44.9 18.3 85.7 49.6 
PDist 0.783 45.0 15.0 77.0 45.7 44.9 17.9 90.2 51.0 
LOOP 0.766 41.8 15.0 74.4 43.7 47.1 17.9 87.5 50.8 



Atlas: Retriever training 

Perplexity Distillation 

Retrieve the text that can help LM encoders improve perplexity 

p ( I ) = exp(s(z, q)) 
retr Z q K 

Lk=I exp(s(zk, q)) 
◄ ► 

p ( I ) _ exp(logPLM(Y I q, z)) 
ppl z q,y - K 

Lk=I exp(logPLM(Y I q, zk)) 

How likely each document is retrieved How much each document improves the ppl 



Atlas: Retriever training 

Similarity based on 
retrieval encoder 

p ( I ) = exp(s(z, q)) 
retr Z q K 

Lk=I exp(s(zk, q)) 

KL Divergence 

◄ ► 

How likely each document is retrieved 

Prob of the gold labels if 
augmenting this text chunk 

p ( I ) _ exp(logPLM(Y I q, z)) 
ppl z q,y - K 

Lk=I exp(logPLM(Y I q, zk)) 

How much each document improves the ppl 

Perplexity Distillation 



RAG:  Architecture &Training Summary

• Independent Retriever Training
• DPR, Contriever

• Simple RAG (Frozen Retriever + Frozen LLM)
• RALM, Scaling RAG

• Independent RAG LLM Training
• RETRO, Self-RAG, RAG-RL

• Joint Retriever/LLM Training
• REALM, ATLAS



RAG: 
Architecture &Training Summary

• For a deeper overview of these methods, check out the following amazing 
resources:

• ACL 2023 Tutorial on Retrieval-Augmented Language Models (> 3 hours of content)

• Douwe Kiela’s (Contextual AI) Stanford talk

• Akari Asai’s talk

• Much of this lecture, up until now, has been adapted from their wonderful 
slides.

• Rest of the talk will be a bit different.

https://acl2023-retrieval-lm.github.io/
https://www.youtube.com/watch?v=mE7IDf2SmJg&t=3150s&ab_channel=StanfordOnline
https://akariasai.github.io/assets/pdf/akari_ralm_lecture_final.pdf


Lecture Overview

• What is retrieval-augmented generation (RAG)?

• Why do we need retrieval-augmented generation (RAG)?

• RAG: Architecture and Training

• Open Questions

• Beyond RAG: LLM Continual Learning



Open Questions

• How can retrieval be used in languages other than English?
• Chirkova et al 2024. Retrieval-augmented generation in multilingual settings.

• How can retrieval augmentation be used in other modalities?
• Yasunaga et al 2023. Retrieval-Augmented Multimodal Language Modeling.

• Can we decouple knowledge from generation? Memorization from 
generalization?

• RAG Evaluation
• As these systems get better, it becomes more and more challenging to evaluate them.

• Agentic RAG
• DeepResearch, Perplexity, etc.



Open Questions: Continual Learning in LLMs

• Can conventional RAG systems truly address the fundamental LLM 
limitations we discussed earlier?



Open Questions: Continual Learning in LLMs

• I said RAG can address all of these!

Hallucinations Lack of 
Attribution

Lack of      
Data Privacy

No Continual 
Learning



Open Questions: Continual Learning in LLMs

Hallucinations Lack of 
Attribution

Lack of      
Data Privacy

No Continual 
Learning

• I said RAG can address all of these! I lied ☺



Lecture Overview

• What is retrieval-augmented generation (RAG)?

• Why do we need retrieval-augmented generation (RAG)?

• RAG: Architecture and Training

• Open Questions

• Beyond RAG: LLM Continual Learning



Limitations of Conventional RAG: 
LLM Continual Learning

• Continual learning is the process of learning new knowledge while 
retaining old knowledge.

• RAG is great at learning new facts without forgetting older facts (by 
adding new documents to the retrieval corpus).



Limitations of Conventional RAG: 
LLM Continual Learning

• However, I argue that truly learning from new knowledge requires more 
than learning facts individually.

• True learning requires (1) forming associations between new facts AND 
(2) making sense of these associations in a larger context.



Limitations of Conventional RAG: 
LLM Continual Learning

To illustrate these two requirements, I’ll pose two imaginary scenarios:

1. Associative Learning: Research project scenario

2. Sense-Making: Comparing novels



Associative Learning

• Imagine that you working on a research project.

• You want to use some baseline Y from 4 years ago but keep encountering 
issues.

• You would love to know if someone at OSU who has used it before.

• If a person has learned about these two facts 
• (1) X is an OSU PhD student

• (2) X has used baseline Y

• This person would easily direct you to person X.



Associative Learning

• However, if an LLM has these two facts in their retrieval corpus (and likely 
many others).

• (1) X is an OSU PhD student

• (2) X has used baseline Y

• The LLM would then need to retrieve the UNION of {OSU PhD students} 
and {people who have used this dataset}.

• Although this might be possible for agentic RAG systems, it is very 
inefficient and should be a very simple case of continual learning.



Sense-Making

• Imagine a world where Harry Potter and Lord of the Rings came out 
AFTER a language model was done pretraining.

• Now, if using conventional RAG, both of these would be added to a 
retrieval corpus that the LLM has access to.

• Let’s now say that you read Harry Potter and loved the relationship 
between Harry and Ron. You are curious for other new books that have a 
similar relationship between the protagonist and supporting character?

• How would a retrieval-augmented LLM determine whether LoTR fits?



Sense-Making

• Do you think a retrieval-augmented LLM could answer this question?



Sense-Making

• Perhaps something like DeepResearch could solve this problem by 
making a detailed plan and iteratively retrieving and thinking over 
thousands of tokens.

• Again, this is an extremely inefficient process to answer an extremely 
simple question.

• Humans are able to do associativity and sense-making with new 
information easily. Can we make LLMs do something similar?



HippoRAG (Jiménez Gutiérrez et al. 2024)

• We mimic the 
associative learning 
power of human 
memory by:

• Using LLMs to 
organize text into a 
KG

• Leveraging the 
Personalized 
PageRank 
algorithm to 
traverse through 
the KG.

Offline Indexing 

Current cooo) C@) <@) cooo) 
-----

RAG <@) <@) C@) C@) 

Human 

Memory 

HippoRAG 

Online Retrieval 

Which O Stanford professor works on the 
neuroscience of A Alzheimer's? 

Answer: •• 

Prof. Thomas 

? 
• 



HippoRAG (Jiménez Gutiérrez et al. 2024)

• This allows the 
LLM to retrieve 
facts that were 
associated with 
one another ONLY 
in the retrieval 
corpus.

• In contrast with 
conventional 
RAG, where 
“relevance” or 
“similarity” are the 
only ways.

Offline Indexing 

Current cooo) C@) <@) cooo) 
-----

RAG <@) <@) C@) C@) 

Human 

Memory 

HippoRAG 

Online Retrieval 

Which O Stanford professor works on the 
neuroscience of A Alzheimer's? 

Answer: •• 

Prof. Thomas 

? 
• 



RAPTOR (Sarthi et al. 2024)

• In RAPTOR, the authors use an LLM to hierarchically summarize 
documents in the corpus together, deriving more and more abstract 
insights (sense-making).

RAPTORTree 

Root layer 9 10 

6 7 8 

Leaf layer 1 2 3 4 5 

Formation of one tree layer 

2. Summarization 
byLLM 

I 
l. Clustering 

6 

1 

7 

2 3 4 

Text chunks 

8 

2 

s 

3 

\ 
\ 

Contents of a node 

lndex#B 

Child Nodes: 2, 3 

Text: summary of 
nodes 2 and 3 

Text Embedding 

rn 



GraphRAG (Edge et al. 2024)

• Variant of RAPTOR 
that uses an LLM 
constructed graph 
and community 
detection methods 
to derive abstract 
insights.

I Source Documents I [ Global Answer ) 
text extraction ·~ query-focused 

,~ and chunking summarization 

I Text Chunks I I Community Answers 
I 

domain-tailored ·~ query-focused 
w summarization summarization 

I Entities & Relationships 
I I Community Summaries 

I 

domain-tailored domain-tailored 
w summarization community summarization 

( ___ Kn __ ow_Ied_g_e_G_r_a_p_h_, __ ) ____ d_e_te_c_ti_on ____ ► I Graph Communities 
I 

[ ____ lnd_ex_z_·n_g_Ti_im_e ___ ) Pipeline Stage [ ____ Q_u_ery_Ti_i_m_e ___ ) 



HippoRAG 2 (Jiménez Gutiérrez, Shu et al. 2025)

• Our latest work 
shows that 
modifications to 
HippoRAG leads 
to improvements 
in both 
associativity and 
sense-making 
while maintaining 
strong 
performance in 
simple QA.

Simple QA Multi-Hop QA Discourse 
Understanding 

Retrieval NQ PopQA MuSiQue 2Wiki HotpotQA LV-Eval NarrativeQA Avg 

Simple Baselines 
None 54.9 32.5 26.1 42.8 47.3 6.0 12.9 38.4 
Contriever (Izacard et al., 2022) 58.9 53.1 31.3 41.9 62.3 8.1 19.7 46.9 
BM25 (Robertson & Walker, 1994) 59.0 49.9 28.8 51.2 63.4 5.9 18.3 47.7 
GTR (T5-base) (Ni et al., 2022) 59.9 56.2 34.6 52.8 62.8 7.1 19.9 50.4 

IArge Embedding Models 
GTE-Qwen2-7B-Instruct (Li et al., 2023) 62.0 56.3 40.9 60.0 71.0 7.1 21.3 54.9 
GritLM-7B (Muennighoff et al., 2024) 61.3 55.8 44.8 60.6 73.3 9.8 23.9 56.1 
NV-Embed-v2 (7B) (Lee et al., 2025) 61.9 55.7 45.7 61.5 75.3 9.8 25.7 57.0 

Structure-Augmented RAG 
RAPTOR (Sarthi et al., 2024) 50.7 56.2 28.9 52.1 69.5 5.0 21.4 48.8 
GraphRAG (Edge et al., 2024) 46.9 48.1 38.5 58.6 68.6 11.2 23.0 49.6 
LightRAG (Guo et al., 2024) 16.6 2.4 1.6 11.6 2.4 1.0 3.7 6.6 
HippoRAG (Gutierrez et al., 2024) 55.3 55.9 35.1 71.8 63.5 8.4 16.3 53.1 

HippoRAG2 63.3 56.2 48.6 71.0 75.5 12.9 25.9 59.8 



HippoRAG 2

• It uses the same KG construction and PPR algorithm but integrates dense 
embeddings much more closely than before.

Offline Indexing 
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---- Synonym Edge 

- • Context Edge 

--- ( Answer ] 

0 Retrieving passages and triples 

f) Recognition memory (triple filtering) 

8 Assigning seed node weights 

0 PPR graph search 

0 QA reading with selected passages 



Future Work 

• These works barely scratch the surface of this important problem.

• Much more work is needed to transform RAG into a legitimate continual 
learning solution for LLMs.
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