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Logistics

® Final project:
® Mid-project report grades are out.
® Project presentations: April 16, 18.

® Final project report due date: April 25.

® Quiz this Friday on Al safety.



Agenda

Languages of the World and Linguistic Diversity
Multilingual NLP and its difficulties

Multilingual Pretraining

Multilingual Instruction Training

Multilingual Alignment



L anguages of the World
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Image from Ethnologue’s website (“Eberhard, et al.,. 2024. Ethnologue: Languages of the World. Twenty-seventh edition. Dallas, Texas:
SIL International. Online version: http://www.ethnologue.com.”)



https://www.ethnologue.com/insights/how-many-languages/

L anguages by Vitality

~7100 living languages

451 extinct languages:
Languages no longer used; no one

Identifies with the language

Image derived from the language vitality data from Ethnologue’s website (“Eberhard, et al., 2024. Ethnologue:
Languages of the World. Twenty-seventh edition. Dallas, Texas: SIL International.). Image approx. at scale.


https://www.ethnologue.com/

L anguages by Vitality

492 institutional languages:
/ Sustained by institutions / governments
3593 stable languages:
/ Not sustained by formal institutions;

norm at home for children to learn
and use the language

3072 endangered languages:
\ No longer the norm for children to learn
and use the language

451 extinct languages:
\ Languages no longer used; no one
Identifies with the language



https://www.ethnologue.com/

L anguages by Vitality

That thin black line is English!

Image derived from the language vitality data from Ethnologue’s website (“Eberhard, et al., 2024. Ethnologue:
Languages of the World. Twenty-seventh edition. Dallas, Texas: SIL International.). Image approx. at scale.



https://www.ethnologue.com/

What is a language, anyway?

® |sEnglish alanguage?
® Are British English and American English the same language?

® Are African-American Vernacular English the same as “White” American English
® |sthe Spanish spoken in Spain and the Spanish spoken in Argentina the same language?
® What about Mandarin, Shanghainese (Wu Chinese), and Cantonese?

® \What about Russian and Ukrainian?

a language is a dialect with an army and a navy.



How do Languages Differ?

/Scripts: \ / \

Word Order:

English: | met Jack. (SVO order)
Hindi : &S 3 fiem (SOV order)

Filipino: Nakilala ko si Jack. (VSO order)

@ N

Semantic Variations:

dara : door (Farsi) vs burrow (Guyjarati

Siksa: education (Hindli) vs And many more.......
punishment (Guyarati

< /




Multilingual NLP and
its difficulties



Two Varieties of Multilingual NLP

® Monolingual NLP in Multiple Languages:

QA, sentiment analysis, chatbots, code generation
iIn English, Chinese, Hindi, Japanese, Spanish, ...
Cross-lingual NLP:

Machine translation

Cross-lingual QA



| anguages of the World via the Data Lens

“The Left-Behinds”

Impossible effort required to /ift
them into digital space

H#Langs: 2191
E.g.: Warlpiri, Gaelic, Gondi
#Speakers: 1.2B

Labeled data (log)

“The Scraping-Bys” 10°
Need solid[organized movement
that increases awareness

#Langs: 222
E.g.: Nepali, Gujarati, Armenian
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#Speakers: 30M

Figure from_The State and Fate of Linguistic Diversity and Inclusion in the NLP

“The Winners”

the quintessential rich-resource
languages

#Langs: 7/

E.g.: English, German, French
#Speakers: 2.5B

“The Underdogs”

dedicated NLP communities
conducting research on these
languages

#Langs: 18

E.g.: Russian, Dutch, Korean

#Speakers: 2.2B

World (Joshi et al., ACL 2020)
For language categorization of your language see:
https:/microsoft.github.io/linguisticdiversity/assets/lang2tax.txt

“The Hopefuls”
languages still Aght on with their gasping breath

#Langs: 19 ; E.g.. Marathi, Irish, Yoruba
#Speakers: 5.7M

“The Rising Stars”

let down by insufficient efforts in
labeled data collection

H#Langs: 28
E.g.. Hebrew, Ukrainian, Urdu
#Speakers: 1.8B



https://aclanthology.org/2020.acl-main.560/
https://aclanthology.org/2020.acl-main.560/
https://microsoft.github.io/linguisticdiversity/assets/lang2tax.txt

Linguistic Peculiarities

® Most methods are tested first on English, but not all languages
are the same as English

e.g.
. Rich morphology (case, gender, etc.)
. Accents/diacritics

. Different scripts such as CJK

. Dialectal language

. Lack of formal writing systems



Multilingual Learning

- We would like to learn models that process

multiple languages

+ Why?

- Transfer Learning: Improve accuracy on lower-
resource languages by transferring knowledge
from higher-resource languages

- Memory Savings: Use one model for all
languages, instead of one for each



High-level Multilingual Learning Flowchart

Sufficient labeled data
in target language?

Must serve many
languages w/ strict
memory constraints?

w/ \o  w/ \=

multilingual cross-lingual annotation,
models supervised active
adaptation learning

Access to annotators
who are speakers”?

zero-shot
adaptation



Simple Multilingual Modeling

- It is possible to learn a single model that handles several
languages

- Multilingual Input: Can just process different input
languages using the same network (Wu and Dredze 2019)

cecl est un exemple — this is an example
_h(IHlTT — thisis an example

- Multilingual Output: Add a tag or prompt about the target
language for generation (Johnson et al. 2016)

<fr> this iIs an example — ceci est un exemple
<ja> this is an example » CNIZHITT



. “Curse of Multilinguality” For a
fixed sized model, the per-
language capacity decreases as

Difficulties in Fully Multilingual Learning
we increase the number of

languages. (Conneau et al, 2019) 7 15 30 60 100

Number of languages

Accuracy

B Low res. ¥ High res. All

- Increasing the number of low-resource languages
—> decrease in the quality of high-resource language
translations (Aharoni et al, 2019)



Tokenization Disparity

English Burmese/Myanmar (Google Translated)

GPT-35&GPT-4 GPT-3(Legacy) GPT-3.5&GPT-4 GPT-3 (Legacy)
. ~ { b "
: OpenAI mﬂ@’“m“emmm@m“@dﬂscﬁ : (0003looo§ GPT 2006 20 00§22000 )
OpenAI's large language models (sometimes referred to as GPT's) process P TR R ? 9[> . o ﬂr A L e
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OpenAl GG6GGLLLLLLLEEELH000HHELLLLLLHEEEELHH0HHLEELLLLLLLEEEGHH00ULE (400
UUBLLOLLLLLLLLLGE GPT GUULLLLLLLLLLLLLLLLLLLLLLLBLLLLLLLLL) LHLLLLLLLLEEE
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6600000LEBLLL0L KELBLHHHHLULLLLLLLHEEEEEE

Text Token IDs

OpenAl's large language models (sometimes referred to as GPT's) process
text using tokens, which are common sequences of characters found in a
set of text. The models learn to understand the statistical
relationships between these tokens, and excel at producing the next
token in a sequence of tokens.

Similar content, 10.6x the tokens!



Directions of Innovations in Multilingual LLMs

Data

Methods to efficiently
procure labeled & unlabeled
data

Quality vs Quantity

trade-off

Impact of data diversity
Alignment data collection

strategies \

Infrastructure

Breaking the curse of
multilinguality (more on this
if time permits)

Extending LLMs to unseen
languages

Efficient tokenization for
low-resource languages

We'll mostly focus on the Data direction today!




Multilingual LLMs: Overview

LLMs that support multiple languages
Parameters shared across languages
Trained on a large amount of multilingual data (unlabeled & labeled)
Often rely on cross-lingual transfer abilities across lanquages

/ Incidentally \ / Natively Multilingual Models \
Multilingual Models mMT5
BL: M N

Closed Data Models

v
0,\ m @
Gemini -

-’
«“Aya Model o

< A Aya 23 /J

Okapil
MALA-500




The Multilingual LLM Pipeline

Data

Model

Unlabeled Multilingual

Corpus
e.g..(<natural-language>)

Language
Modeling (LM)
Objective
a N
Pre-trained LLM
\ )

Labeled Instruction Pair

Dataset
e.g..(<prompt, completion>)

LM Objective

Pre-training Phase

Supervised/Instruction
Fine-tuned LLM

D

Instruction Fine-
tuning Phase

Alignment Dataset
e.g..(sprompt/completion’,
completion®)

e.g.:. PPO, DPO, etc.

(&

Preference
Aligned LLM

/

Preference Tuning
Phase




Multilingual Pre-training



Creating New Data



Multilingual Pre-training

Multilingual C4 (mC4)ll [6.6B pages, 6.3T tokens]
C4: Colossal Clean Crawled Corpus!?]
Cleaned version of the Common Crawl’s snapshot of the internet (April
2019)
. Filtered for pages predominantly English as per a language detector
Use 71 snapshots of Common Crawl
Supports 101 languages (with 6 languages in two scripts)
. ldentified using the cld3 language detector
Other filters: length, deduplication, profanity, etc.

Models trained on mCs4: mTg, mTo, Aya-101

[1] mMT5: A Massively Multilingual Pre-trained Text-to-Text Transformer (Xue et al.,, NAACL 2021)

[2] Exploring the limits of transfer learning with a unified text-to-text transformer. (Raffel et al.,, IMLR 2020)

* - https://pypi.org/project/langdetect/ (Only pages with a probability 99% or higher of being English were considered)
$ - https://github.com/google/cld3 (Pages with a language confidence of below 70% were discarded)



https://aclanthology.org/2021.naacl-main.41/
https://dl.acm.org/doi/10.5555/3455716.3455856
https://pypi.org/project/langdetect/
https://github.com/google/cld3

Pages of mC4 training text

Multilingual Pre-training: mCx
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Figure 1: Page counts per language in mC4 (left axis) from mT5: A Massively Multilingual Pre-trained Text-to-Text Transformer
(Xue et al., NAACL 2021)

Sampling affects model performance™
. If low-resource languages are highly sampled too often, the model may overfit
. If high-resource languages are not trained on enough, the model will underfit

sssssssssssssssssssssssssssssss



https://dl.acm.org/doi/10.5555/3455716.3455856
https://aclanthology.org/2021.naacl-main.41/
https://pypi.org/project/langdetect/
https://github.com/google/cld3
https://aclanthology.org/2021.naacl-main.41/

Multilingual Pre-training: Glotgoo-c

: GIo]tSOO-c[‘l [1.5B sentences, 600
GB
. Subset of Glot2000-c that covers

2266 languages:
papers, etc. /
Corpus-level filters
. Models trained on Glotgo0-c: Glot500-m,

Diverse data sources: religious
Several filters:
. Setof 511 languages™ with > 30k
MALA-500

texts, news articles, scientific
Chunk-level filters®
chunks

[1] Glot500: Scaling Multilingual Corpora and Language Models to 500 Languages (Imani et al.,, ACL 2023)
* - They cover 30 scripts. They also count a distinct language-script pair as a separate pair

SF1 Character repetition. If the ratio of repeated
characters 1s too high, it 1s likely that the sentence
has not enough textual content.

SF2 Word repetition. A high ratio of repeated
words indicates non-useful repetitive content.

SF3 Special characters. Sentences with a high
ratio of special characters are likely to be crawling
artifacts or computer code.

SF4 Insufficient number of words. Since training
language models requires enough context, very
small chunks of text are not useful.

SFS Deduplication. If two sentences are identical
after eliminating punctuation and white space, one
1s removed.

$ - The chunk-level filters are taken from BigScience's ROOTS Corpus (The BigScience ROOTS Corpus: A 1.6TB Composite Multilingual Dataset(Laurencon et al., NeurlPS 2022)). This was used to train models like

BLOOM, BLOOMYZ, etc.



https://aclanthology.org/2023.acl-long.61/
https://openreview.net/forum?id=UoEw6KigkUn

Multilingual Pre-training: Glotgoo-c

: gIo]tSOO-c[‘l [1.5B sentences, 600
B

Subset of Glot2000-c¢ that covers
2266 languages:

Diverse data sources: religious

texts, news articles, scientific

papers, etc.

Several filters: f

Chunk-level filters
. Corpus-level filters /

Set of 511 languages’” with > 30k
chunks

. Models trained on Glotgo0-c: Glot500-m,
MALA-500

[1] Glot500: Scaling Multilingual Corpora and Language Models to 500 Languages (Imani et al.,, ACL 2023)
* - They cover 30 scripts. They also count a distinct language-script pair as a separate pair

Corpus-level filters detect if the corpus of a
language-script 1s noisy; e.g., the corpus 1s 1n an-
other language or consists of non-meaningtul con-
tent such as tabular data. We employ filters CF1
and CF2.

CF1 In case of mismatch between language
and script, the corpus is removed; e.g., Chinese
written in Arabic 1s unlikely to be Chinese.

CF2 Perplexity mismatch. For each language-
script L1, we find its closest language-script L2:
the language-script with the lowest perplexity di-
vergence (83.3). If L1 and L2 are not in the same
typological family, we check L1/L.2 manually and
take appropriate action such as removing the corpus
(e.g., 1f 1t 1s actually English) or correcting the ISO
code assigned to the corpus.



https://aclanthology.org/2023.acl-long.61/

Multilingual Representation Learning

- Language model pre-training has shown to be
effective for many NLP tasks, eg. BERT

- BERT uses masked language model (MLM) and
next sentence prediction (NSP) objective.

- Models such as mBERT, XLM, XLM-R extend BERT
for multi-lingual pre-training.



Multilingual Masked Language Modeling

» Also called translation language modeling (Lample
and Conneau 2019)
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More Explicit Alignment Objectives

Our earth needs care

| I

Transformer
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Unicoder (Huang et al. 2019),
AMBER (Hu et al. 2020)




Multilingual Representation Evaluation

- Large-scale benchmarks that cover many tasks

- XTREME: 40 languages, 9 tasks (Hu et al. 2020)

4{ Combined Score

aaaaaaa

- XGLUE: less typologically diverse but contains generation
(Liang et al. 2020)

- XTREME-R harder version based on XTREME (Ruder et al.
2021)



Advanced Modeling
Strategies



Cross-lingual Transfer Learning

- CLTL leverages data from one or more high-
resource source languages.

- Popular strategies:
- Multilingual learning (above)
. Pre-train and fine-tune

. Zero-shot transfer



Pre-train and Fine-tune

English

Model Model
French — p —> English Belurasian — 0 — English
. R
Hindi |
Turkish
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- First, do multilingual training on many languages (eg. 58
languages in the paper)

- Next fine-tune the model on a new low-resource language

Rapid adaptation of Neural Machine Translation to New Languages. Neubig et. al. 2018



Similar Language Regularization

English .
Belurasian Model
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*  Regularized fine-tuning: fine-tune on low-resource
language and Iits related high-resource language to
avoid overtfitting

Rapid adaptation of Neural Machine Translation to New Languages. Neubig et. al. 2018



Zero-shot transfer for pretrained representations

- Pretrain: large language model using monolingual
data from many different langauges

- Fine-tune: using annotated data in a given
language (eg. English)

. Test: test the fine-tuned model on a different

language from the fine-tuned language (eg.
French)

- Multilingual pretraining learns a language-
universal representation!

How multilingual is multilingual BERT? Pires et. al. 2019



What if languages don't share the same script?

- Use phonological
representations to make Varathi | [d¥etS] a1 s e e 2 o |
the similari ty between Gloss: [Poland] is a country in Central Europe.
languages apparent. Cross-lingual Entity Linking

Jlig —— Poland

Marathi
+ e.0.: Rijhwani et al (2019)  arapheme Pivoting
use a pivot-based entity Wy ——: il Poland
Ilnklng SyStem for IOW_ Phoneme Pivoting
resource languages. polends ——> polnda powlend

Marathi IPA Hindi |IPA English [PA



How to Share Parameters??

+ Share all parameters (e.g. Johnson et al. 2016)

- Share only the encoder or or attention mechanism
(Dong et al. 2015, Firat et al. 2016)

- Share some matrices of the Transformer model
(Sachan and Neubig 2018)

- Use a parameter generator to generate parameters
per language (Platonios et al. 2018)



Multilingual Instruction
Fine-tuning



Template-based

Input

Output

Jim, | had a lot of fun at | Not
dinner ...

spam

Congratulations! You

just wo

n ...

Instruction
template

/]

Spam .
Prompt / / Completi

on

/

Jim;,+hada lot of fun at dinner | not a

... Indicate if this mail is spam | spam

or not. This mail is




Template-based

Convert existing multilingual datasets to prompt-completion pairs
Instructions can be English or multilingual

Easy to scale

Low in diversity

Datasets

Supernatural Instructionslll: 76 task types, 55 languages, English
Instructions
xP3 and xP3mtl2l: 16 task types, 46 languages
XP3 has English instructions while xP3mt is its machine-
translated version

[1] Super-Naturallnstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks (Wang et al.,, EMNLP 2022) (largely collected via class-sourcing and public invitation)
[2] Crosslingual generalization through multitask finetuning (Muennighoff et al.,, ACL 2023) (xP3mt translated using Google Translate API)



https://aclanthology.org/2022.emnlp-main.340.pdf
https://aclanthology.org/2023.acl-long.891/

Do Translated Instructions over English Ones Help?

Task Prompt Average accuracy
/ BLOOMZ BLOOMZ-MT d mT0-13B mTO-13B-MT
XNLI EN 52.99 49.01 24 51.29
Unseen MT 37.56 41.16 | 393 41.66
Tasks HT 40.4 43.88 4495 46.87
XCOPA EN 72.52 73.24 81.4 80.
MT 70.04 71.84 81.16 79.64
XStoryCloze EN 81.73 81.39 81.99 82.3
MT 80.89 81.76 83.37 82.86
XWinograd EN 60.07 59.15 70.49 73.24
MT 58.48 60.14 66.89 72.33

Table 1: Comparison between EN (English), MT
(machine-translated) and HT (human-translated)
prompts for 176B BLOOMZ and 13B mTO models
finetuned on either only English or English and
machine-translated multilingual prompts (-MT).

Table from Crosslingual generalization through multitask finetuning (Muennighoff et al., ACL 2023)

Trained on xP3
(English-only)

Trained on xP3mt

Translated instructions
usually result In
Improved performance



https://aclanthology.org/2023.acl-long.891/

Template-based

. Convert existing multilingual datasets to prompt-completion pairs
. Instructions can be English or multilingual
. Easytoscale

. Low in diversity

. Datasets
Supernatural Instructions!ll: 55 languages, 76 task types, English instructions
xP3 and xP3mtl2l: 46 languages, 13 task types
XP3 has English instructions while xP3mt is its machine-translated version
xP3xI3l: xP3 extended to 277 languages, 16 task types
Pruned through a human-auditing process

Aya Collection!4l; 74 [anguages, 14 task types, Human-written multilingual instructions
and more ...

[1] Super-Naturallnstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks (Wang et al.,, EMNLP 2022) (largely collected via class-sourcing and public invitation)
[2] Crosslingual generalization through multitask finetuning (Muennighoff et al.,, ACL 2023) (xP3mt translated using Google Translate API)

[3] Aya Model: An Instruction Finetuned Open-Access Multilingual Language Model (Ustiin et al., ACL 2024)

[4] Aya Dataset: An Open-Access Collection for Multilingual Instruction Tuning (Singh et al., ACL 2024)



https://aclanthology.org/2022.emnlp-main.340.pdf
https://aclanthology.org/2023.acl-long.891/
https://aclanthology.org/2024.acl-long.845/
https://aclanthology.org/2024.acl-long.620/

Translation-based

. Templates lack diversity
Translate diverse English instructions into other languages
. Popular machine translation models'*2!to the rescue!
. Bottleneck?
Translation quality in lower resourced lanquages
. Introduction of translation artefacts known as translationese
. Datasets:
Aya Collection!3l 101 languages, 19 datasets
. Diverse sources: xP3, Flan Collection, Dolly, etc.; Translated using NLLB"™
ShareGPT-Command!“4l g3 languages
ShareGPT: Synthetic English completions from Command for human
prompts
Translate prompt-completion pairs using NLLB

[1] Google Translate API

[2] No language left behind: Scaling human-centered machine translation (NLLB-Team.,2022)

[3] Aya Dataset: An Open-Access Collection for Multilingual Instruction Tuning (Singh et al., ACL 2024)

[4] Aya Model: An Instruction Finetuned Open-Access Multilingual Language Model (Ustin et al., ACL 2024)



https://cloud.google.com/translate/docs/reference/rest/
https://arxiv.org/abs/2207.04672
https://aclanthology.org/2024.acl-long.620/
https://aclanthology.org/2024.acl-long.845/

Human Annotations

standard
Expensive to collect
Technological factors: Support of languages on annotation
platforms
Sociological factors:
Access to language technologr]y[ﬂ

. Dialectical and other biases!?
Dataset:

Aya Datasetl3l 65 languages, 2k contributors across 110 countries
Created a multi-platform Annotation platform - Aya
Annotation Platform
Instances human annotated, re-annotated & feedback curated
Implement leaderboarding via Aya Score to boost quality

[1] Harnessing the Power of Artificial Intelligence to Vitalize Endangered Indigenous Languages: Technologies and Experiences (Pinhanez et al., 2024)
[2] A Survey of Corpora for Germanic Low-Resource Languages and Dialects (Blaschke et al., NoDaLiDa 2023)
[3] Aya Dataset: An Open-Access Collection for Multilingual Instruction Tuning (Singh et al., ACL 2024)



https://arxiv.org/pdf/2407.12620
https://aclanthology.org/2023.nodalida-1.41/
https://aclanthology.org/2024.acl-long.620/

Which Approach is the Best?

HUMAN ANNOT. : TEMPLATE TRANSLATION
. a Data Aya ShareGPT-
Weighting name Ay xP3x - —_—
emplates rovenance - ations omman
Templates P ‘Translat - C d
Human Annot. Heavy 25 4 20 6 - 30 15
ranslation Heavy : 5 5 3.5 5 5
T lation H 10 1.5 1 3 47 22.9
Template Heavy 20 : 10 30 10 20 10
Held ks (A %
eld out tasks (Accuracy %) . Aya-101 outperforms all
Model Base Model ~ IFT Mixture XCOPA XNLI XSC XWG Avg
46 LANGUAGES Other CO ntem pOra ry
MTO mT5 13B xP3 756  55.3 87.2 736 729
BLOOMZ BLOOM 176B xP3 64.3  52.0 826 63.3 65.5 m Od e | S (eve N B LOO M Z
52 LANGUAGES
BACTRIAN-X 13B Llama 13B Bactrian-X 524 345 518 505 47.3 -I 76 B)
101 LANGUAGES
MTOX mT5 13B xP3x 717 459 851 60.6 65.8 ° Te m p I ate h eavy s€eems
Aya (human-anno-heavy) mTH 13B All Mixture 76.5 59.2 89.3 T70.6 73.9 1 _
Aya (template-heavy) mT5 13B All Mixture 77.3 8.3 91.2 73.7 75.1 to be t h e beSt fl n e
* Aya (translation-heavy) mT5 13B All Mixture 76.7 583 90.0 70.7 73.9

Table 5: Results for held-out task evaluation. Results are averaged across all splits of XCOPA,
XNLI, XStoryCloze, and XWinoGrad. * Aya (translation-heavy) is used as the final Aya model.
See § 5.6 for detailed analysis.

tuning mixture

Tables from Aya Model: An Instruction Finetuned Open-Access Multilingual Language Model (Ustun et al., ACL 2024)



https://aclanthology.org/2024.acl-long.845/

Which Approach is the Best?

HUMAN ANNOT. : TEMPLATE : TRANSLATION
. Aya Data : Aya ShareGPT-
Weighting name xP3x . L
Templates Provenance - Translations  Command

Human Annot. Heavy 25 4 20 6 ; 30 15

Translation Heavy 10 1.5 15 3.5 : 47.5 22.5

Template Heavy 20 10 30 10 20 10

Generative Tasks
Held out tasks (Accuracy %)
Model IFT Mixture FLORES-200 (spBleu) XLSum (RougeLsum) Tydi-QA (F1)
Model Base Model IFT Mixture XCOPA XNLI XSC XWG Avg
— 101 LANGUAGES X— En En — X
46 LANGUAGES MTOX xP3x 20.2 14.5 21.4 76.1
MTO mTH 13B xP3 75.6 55.3 B7.2 736 729 Aya (human-anno-heavy) All Mixture 25.1 18.9 22.2 77.9
BLOOMZ BLOOM 176B xP3 64.3 52.0 826 63.3 65.5 Aya (templated-heavy) All Mixture 25.0 18.6 23.2 78.8
59 LANGUAGES * Aya (translation-heavy) All Mixture 29.1 19.0 22.0 77.8
_ _B A EniR_m:N__jf{_l_ﬂ_B ________ . _1 Binia_l_:g P_ _ F actrt a_n:}f _ _5_2'_4_ _ _3%'f _ _fl_'g_ _ _1}? _5 __ i_ﬁ_' 3_ _ Table 7: Generative tasks’ results for mT(0x and Aya model variants based on different weighting

101 LANGUAGES ablations. Here the translation-heavy weighting has the highest spBleu score on Flores and
MTOx mT5 13B xP3x 71.7 459 85.1 60.6 65.8 the template-heavy weighting has the highest RougeLsum and F1 scores on XLSum and Tydiqa
Aya (human-anno-heavy) mT5 13B All Mixture 76.9 59.2 893 T70.6 73.9 respectively. ¥ Aya (translation-heavy) is used as the final Aya model. See § 5.6 for detailed
Aya (template-heavy) mT5 13B All Mixture 77.3 8.3 91.2 73.7 75.1 analysis.
* Aya (translation-heavy) mT5 13B All Mixture 76.7 583 90.0 70.7 73.9

Table 5: Results for held-out task evaluation. Results are averaged across all splits of XCOPA,
XNLI, XStoryCloze, and XWinoGrad. * Aya (translation-heavy) is used as the final Aya model.

See § 5.6 for detailed analysis.

Translation-heavy performs better on
translation tasks; template-heavy is

Tables from Aya Model: An Instruction Finetuned Open-Access Multilingual Language Model (UstUn et al., ACL 2024) bette r O n Ot h e r g e n e rative ta S ks



https://aclanthology.org/2024.acl-long.845/

Multilingual Alignment



Online vs Offline Alignment Methods

o, -earning from Human Feedback (REHE) Lr(rs: D) = ~E (e o)~ (1080 (s (2, 9) = 792, 00))]

the history of jazz" label rewards

— N\
ﬁ > —> reward model w LM policy H}T%x ﬂmwp,ywﬂﬂmm) ['rqg,(:x:, y)] — BDxy, [ﬂ'g(y ‘ :1‘:) H ﬂ[gf(y ‘ ::E)}
preference data sample completions

reinforcement learning

Direct Preference Optimization (DPO)

x: “write me a poem about
the history of jazz™

.:"l"w e a —_— final LM EDPG(?TH;TTmf) . £($,yw,y3)wﬂ lOgJ (ﬁ ng Wﬁ(yw I 3:) 510g Wﬁ(yi I 33) )
N ﬂ.l'ﬂf(yw I :I:) ?T[gf(y,f ‘ :E) B

preference data

Images from Direct Preference Optimization: Your Language Model is Secretly a Reward Model (Rafailov et al., NeuRIPS 2023)



https://arxiv.org/abs/2305.18290

Cross-lingual (X-Lingual) Alignment

Reward model trained on preference data of language X (source)
Applied to preference tune for language Y (target)

Supervised Reward Reward
FineTuning Modeling Optimization
Monolingual
| —>
e
Target
Multiling. .
Base LM o]
Source Cross-lingual

Image from Reuse Your Rewards: Reward Model Transfer for Zero-Shot Cross-Lingual Alignment (Wu et al., 2024)



https://arxiv.org/abs/2404.12318

Cross-lingual Alignment: Does it Work?

Summarization, RL

oo
o

~]
o

Win Rate Against SFT (%)
O
o

Monolingual

Cross-lingual

Tied with the
unaligned SFT model

so1 BB EBEER---—-BE- BEE
40

O~ T T T T T T —7T 71T T1TT71T 711

5555585 888883

L S S S S *TTT1T T T

- a _ =

$E5eEEFT <EIESE

(source) » (target)

Image from Reuse Your Rewards: Reward Model Transfer for Zero-Shot Cross-Lingu

al Alignment (Wu et al., 2024)

Evaluation: Head-to-head

win-rates as judged by humans

Base SFT model: mT5-XL
Optimization: Online (PPO)

Cross-lingual alignment sometimes
outperforms in-language alignment



https://arxiv.org/abs/2404.12318

Can’t| Just Translate Source Preference Data

Cross-lingual Translation
Src\Tgt| De En Es Ru Tr Vi Src\Tgt| De En Es Ru Tr Vi
De 52.3 50.8 63.0 66.7 63.0 60.4 De — 50.0 61.9 66.1 66.1 54.6
En 56.4 55.5 66.1 70.7 67.2 63.1 En 479 - 63.3 649 64.5 53.1
Es 519 51.2 62.4 66.0 64.4 57.5 Es 50.6 529 - 64.1 64.5 59.0
Ru | 48.1 46.5 59.2 63.6 59.0 56.3 Ru | 474 512 603 - 633 57.7
Tr 53.3 52.9 62.6 66.6 60.4 59.0 Tl_’ 50.6 52.5 61.8 65.6 - 508
Vi 46.5 48.2 60.0 65.6 62.1 58.0 Vi 42.0 50.8 59.1 644 63.6 -

Table 6: Cross-lingual alignment results using best-of-
n with n = 64, for the summarization task, measured
in win rate (%) against the target-language SFT model

as judged

]

by PaLLM-2-L (Figure 4).

Translation > Cross-lingual

Table 17: Alignment quality using RM trained by trans-
lating the source language data into the target language
using best-of-n with n = 64, for the summarization task,
measured 1n win rate (%) against the target-language

SFT model as judged by PaLM-2-L (§5.1).

Can’'t say much!!
English benefits from translation

Russian (different script) doesn’t transfer well




Cross-lingual Alignment with N languages?

Cross-lingual works with a lanquage (well mostly!!)
What if we transfer from more source languages?

Testbed with various preference mixtures!'*!:
En-1: English-only preference data (5ok samples)
ML-5: 5 [anquage set (en, vi, de, tr & pt) (5ok samples, 10k per language)
ML-23: 23 language set (sok samples, ~2.2k per language)
. ML-23*: 23 [anguage set (230k samples, 10k per language)
For "ML" data:
Prompts translated from ShareGPT into 22 languages via NLLB
Positive Response: Generated multilingual responses to translated prompts via Command R+!2!
Negative Response: Generate English response to English prompt via Command and translate
Tested with offline and online alignment strategies

[1] RLHF Can Speak Many Languages: Unlocking Multilingual Preference
Optimization for LLMs (Dang et al., 2024)
[2] Command R+ (supports the 23 languages considered for the experiments)



https://arxiv.org/pdf/2407.02552
https://arxiv.org/pdf/2407.02552
https://docs.cohere.com/docs/command-r-plus

Challenges



Challenges (The Ones that Made the Cut)

c

Packing more languages into a model
decreases per language performance

urse of multilinguality!"2]

<

N

Dialectal Biases!®]

. Whose dialect matters the most?!78l
. Whose English?[310]

(U

/
2

/

and many more ......

N

/Cost of Technology!’]

. GPT* models are behind paid APIs;
costxinput & generation tokens

. Poor tokenization in non-English
languages » more tokens

. More tokens » more latency & money

\. Efforts made but far from parityl+>! /

[1] Unsupervised Cross-lingual Representation Learning at Scale (Conneau et al., ACL 2020)

[2] When Is Multilinguality a Curse? Language Modeling for 250 High- and Low-Resource Languages (Chang
et al., 2023))

[3] Do All Languages Cost the Same? Tokenization in the Era of Commercial Language Models (Ahia et al.,
EMNLP 2023)

[4] https://cohere.com/blog/command-r-plus-microsoft-azure

[5] https://openai.com/index/hello-gpt-40/

[6] A Survey of Corpora for Germanic Low-Resource Languages and Dialects (Blaschke et al.,, NoDaLiDa 2023)
[7] Decolonizing NLP for “Low-resource Languages” (Ogunrémi et al., Al Frameworks Discussion of Abeba
Birhane's "Algorithmic Injustice" and Social Impact Articles 2023)

[8] Which Humans? (Atari et al., 2023)

[9] What to do about non-standard (or non-canonical) language in NLP (Plank, KONVENS 2016)

[10] Al makes racist decisions based on dialect (Science, 24 August 2024)



https://aclanthology.org/2020.acl-main.747/
https://arxiv.org/abs/2311.09205
https://aclanthology.org/2023.emnlp-main.614/
https://cohere.com/blog/command-r-plus-microsoft-azure
https://openai.com/index/hello-gpt-4o/
https://aclanthology.org/2023.nodalida-1.41/
https://ojs.stanford.edu/ojs/index.php/grace/article/view/2584
https://osf.io/preprints/psyarxiv/5b26t/download
https://bplank.github.io/papers/konvens2016.pdf
https://www.science.org/content/article/ai-makes-racist-decisions-based-dialect

Other Directions



Other Interesting Directions

/Multilingual Architectures

Efficient solutions for the curse of
multilinguality

Adding some language-specific
parameters

E.g.: Adaptersl!, Cross-lingual expert
modelsl?]

N

N

Tokenization and Vocabulary

.  Efficient tokenization methods to
reduce costs and latency
. E.g.: Vocab budgetingl®, allocation!”]

{

/

Adapting to a New Language

Increasing support of an N language
multilingual model to N+K languages
E.g.: Continued pretrainingl®, Adapters!4],
Efficient Initializations!®!

N

S
-

Data Creation and Verification

&

Methods for synthetic data generationl®l
and verification of labeled datal®l

/
-

/

[l MAD-X: An Adapter-Based Framework for Multi-Task Cross-Lingual Transfer (Pfeiffer et al., EMNLP 2020)

[2] Breaking the Curse of Multilinguality with Cross-lingual Expert Language Models (Blevins et al., 2024)

[3] How to Adapt Your Pretrained Multilingual Model to 1600 Languages (Ebrahimi & Kann, ACL-IJCNLP 2021)

[4] BLOOM+1: Adding Language Support to BLOOM for Zero-Shot Prompting (Yong et al., ACL 2023)

[5] OFA: A Framework of Initializing Unseen Subword Embeddings for Efficient Large-scale Multilingual Continued

Pretraining (Liu et al., Findings 2024)

[6] XLM-V: Overcoming the Vocabulary Bottleneck in Multilingual Masked Language Models (Liang et al., EMNLP

2023)

[7] Tokenization Impacts Multilingual Language Modeling: Assessing Vocabulary Allocation and Overlap Across

Langu

ages (Limisiewicz et al., Findings 2023)

[8] Mu

Itilingual Arbitrage: Optimizing Data Pools to Accelerate Multilingual Progress (Odumakinde et al., 2024)

[9] Verifying Annotation Agreement without Multiple Experts: A Case Study with Gujarati SNACS (Mehta & Srikumar,

Findin

gs 2023)


https://aclanthology.org/2020.emnlp-main.617/
https://arxiv.org/abs/2401.10440
https://aclanthology.org/2021.acl-long.351/
https://aclanthology.org/2023.acl-long.653/
https://aclanthology.org/2024.findings-naacl.68/
https://aclanthology.org/2024.findings-naacl.68/
https://aclanthology.org/2023.emnlp-main.813/
https://aclanthology.org/2023.findings-acl.350/
https://aclanthology.org/2023.findings-acl.350/
https://arxiv.org/pdf/2408.14960
https://aclanthology.org/2023.findings-acl.696/
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Global predictors of language endangerment and the future of linquistic dlver5|ty(Bromham et al., 2021, Nature Ecology&Evolution)
Systematic Inequalities in Language Technology Performance across the World’s Languages (BIa5| et aI , ACL 2022)
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Articles 2023)
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Multilingual Language Models
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